Superposition: Composition vs Refinement of Non-deterministic, Action-Based Systems
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Abstract
We show that the traditional notion of superposition as used for supporting parallel program design can subsume both composition and refinement relationships when non-deterministic behaviour of action-based systems is considered. For that purpose, we rely on a categorical formalisation of program design in the language CommUnity that we are also using for addressing architectural concerns.

1 Introduction
Superposition (or superimposition) has been proposed (and used) as a powerful mechanism for structuring the development of parallel programs and distributed systems [6,8,5,13,3]. It supports a layered approach to systems design by which we are allowed to build on (partially) developed components by augmenting them with new features while preserving the original properties.

Typically, superposition is formalised as a relationship between two units of design (programs, commands, actions, etc), which blends well with the traditional stepwise refinement method initiated by Dijkstra [7]: starting with a specification of the intended behaviour of the system, one progresses by adding detail (superposing activities, computation mechanisms, etc) until a design is reached that satisfies certain criteria. These criteria, the notions of “specification” and “unit of design”, as well as the notion of “progress”
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(superposition step) itself, vary according to the formalism that is being used to support development. Nevertheless, there is a reassuring uniformity of concepts that one normally takes as the result of a process of crystallisation that has lasted decades — one of the few Computing Science can claim...

There is, however, an interesting twist in the notion of superposition that is best captured in the way it is formalised by Francez and Fomman for a language called “Interacting Processes” [8]. They capture superposition as a (generalised) parallel composition operator that, basically, introduces a rendez-vous style of synchronisation between processes. This view is not inconsistent with the previous one: it is just more “operational” in the sense that it provides a means of achieving the extension required in a refinement step by interconnecting components. In the past [10], we have actually shown how the two notions can be brought together in a mathematical framework in which the relational, transformation-based view is captured through a notion of homomorphism between units of design for which the composition operation is achieved through a colimit construction.

What is interesting in this dual view of superposition is that composition and refinement are not necessarily two sides of the same coin. For instance, in CSP [12], parallel composition does not induce refinement ($P \parallel Q$ is not necessarily a refinement of $P$) and refinement cannot always be expressed as the result of a parallel composition ($P$ may refine $Q$ and, yet, there may not exist a $Q'$ such that $P \parallel Q'$). The notion of superposition as composition also supports a process of system development, but one that aims at constructing complex systems from simpler components rather than adding detail to more abstract but, in some sense, “equivalent” representation of the whole system. In fact, both processes are inherent to Software Engineering; what one often disregards is the fact that they are not the same.

This seems to suggest that there is a separation of concerns that is worth making in regard to the role of superposition in program development: the composition and the refinement views. Our purpose in this paper is to contribute to this goal by showing that the difference between these two views of superposition can be related to another fundamental, but often ignored, separation of concerns: that between non-determinism and underspecification. More concretely, we show that the composition-view can be associated with a (horizontal) process of removing non-determinism from a system by constraining the way its components interact, whereas the refinement-view can capture an orthogonal (hence, vertical) process of making specifications more precise. Finally, we show how the two processes can be related, leading to a notion of compositionality that is at the heart of what is known today as the “architectural” approach to system development. Our discussion will be conducted over a generalisation of the language that we introduced in [10]: CommUnity.
2 Component Design in CommUnity

CommUnity is a parallel program design language in the style of Unity that was initially proposed in [10] to show how programs fit into Goguen's categorical approach to General Systems Theory [11]. Since its original definition, the language and the design framework have been extended to provide a formal platform for architectural design of open, reactive, reconfigurable systems [9,19,17]. One of the extensions we have made to CommUnity concerns the support for higher level of design. The basic building blocks of the formalism are not programs but abstractions of programs called designs that can be refined into programs in later stages of the development process.

The support for abstraction in CommUnity is twofold. On the one hand, designs account for what is usually called underspecification, i.e. they are structures that do not denote unique programs but collections of programs. On the other hand, designs can be defined over a collection of data types that do not correspond necessarily to those that will be available in the final implementation platform. Therefore, there are two refinement procedures that have to be accounted for in CommUnity. On the one hand, the removal of underspecification from designs in order to define programs over the layer of abstraction defined by the data types that have been used. On the other hand, the reification of the data types in order to bring programs into the target implementation environment.

The choice of data types determines, essentially, the nature of the elementary computations that can be performed locally by the components, which are abstracted as operations on data elements. Although such elementary computations also determine the granularity of the services that components can provide and, hence, the granularity of the interconnections that can be established at a given layer of abstraction, data refinement is more concerned with the computational aspects of systems than with composition. Hence, we focus our attention on the refinement of designs for a fixed choice of data types: we assume a pre-defined collection of data types given in the form of a first-order algebraic specification, i.e. a data signature < S, Σ >, where S is a set (of sorts) and Ω is a S × S-indexed family of sets (of operations), together with a collection Φ of first-order sentences specifying the functionality of the operations. An approach similar to the refinement calculus for Actions Systems [4] could be adopted to support also data refinement.

A CommUnity component design is of the form.

design P is
out
in
prv

\forall g \in k(I) \quad g[D(g)]: L(g), U(g) \to R(g)
\forall g \in \text{prv}(I) \quad g[D(g)]: L(g), U(g) \to R(g)
$V$ is the set of variables of design $P$. There are input variables, output variables and private variables. Input variables are read-only: the component has no control on their values. Output and private variables are controlled locally by the component, i.e. they cannot be modified by the environment. Output variables can be read by the environment but private variables cannot. We use $\text{loc}(V)$ to denote the union $\text{pre}(V) \cup \text{out}(V)$ of local variables. Each variable $v$ is typed with a sort $\text{sort}(v) \in S$.

$\Gamma$ is the set of action names of design $P$. The named actions can be declared either as private or shared (for simplicity, we only declare which actions are private). Private actions represent internal computations in the sense that their execution is uniquely under the control of $P$. Shared actions represent possible interactions between the component and the environment, meaning that their execution is also under the control of the environment. The significance of naming actions will become obvious in section 4; the idea is that action names, as in IP [8], provide points of rendez-vous at which components can synchronise. For each action name $g$:

- $D(g)$ consists of the local variables that can be effected by executions of the action named by $g$ — the write frame of $g$. For simplicity, we will omit the explicit reference to the write frame when $R(g)$ is a conditional multiple assignment (see below), in which case $D(g)$ can be inferred from the assignments. Given a local variable $v$, we will also denote by $D(v)$ the set of actions $g$ such that $v \in D(g)$.

- $L(g)$ and $U(g)$ are two conditions such that $U(g) \Rightarrow L(g)$. These conditions establish an interval in which the enabling condition of any guarded command that implements $g$ must lie. The condition $L(g)$ is a lower bound for enabledness in the sense that it is implied by the enabling condition. Therefore, its negation establishes a blocking condition. On the other hand, $U(g)$ is an upper bound in the sense that it implies the enabling condition, therefore establishing a progress condition. Hence, the enabling condition is fully determined only if $L(g)$ and $U(g)$ are equivalent, in which case we write only one condition.

- $R(g)$ is a condition on $V$ and $D(g)'$ where by $D(g)'$ we denote the set of primed local variables from the write frame of $g$. As usual, these primed variables account for references to the values that the variables take after the execution of the action. $R(g)$ is a specification of the effects of the action $g$ on the state of the component. These conditions are usually a conjunction of implications of the form $\text{pre} \Rightarrow \text{pos}$ where $\text{pre}$ does not involve primed variables. They correspond to pre/post-condition specifications in the sense of Hoare. When $R(g)$ is such that the primed version of each local variable in the write frame of $g$ is fully determined, we obtain a conditional multiple assignment, in which case we use the notation that is normally found in programming languages. When the write frame $D(g)$ is empty, $R(g)$ is tautological, which we denote by $\text{skip}$.
It is important to notice that, in this way, actions may be underspecified. On the one hand, their enabling conditions may not be fully determined and, hence, they are subject to refinement by reducing the interval established by \( L \) and \( U \). On the other hand, the effects of actions on the variables may also not be fully determined and are also subject to refinement by strengthening \( R \).

We present below an example of a CommUnity design that models a banking account with credit facility.

\[
\begin{align*}
design \text{ account is} \\
in & \text{am}: \text{nat} \\
out & \text{bal}: \text{int} \\
do & \text{dep}[\text{bal}]: \text{true} \rightarrow \text{bal}'=v+\text{bal} \\
\mid & \text{wit}[\text{bal}]: \text{bal}+CRE\text{am}, \text{bal} \geq \text{am} \rightarrow \\
& \quad (\text{bal} \geq \text{am} \Rightarrow \text{bal}'=\text{bal}-\text{am}) \land \\
& \quad (\text{bal} < \text{am} \Rightarrow \text{bal}' \leq \text{bal}-\text{am})
\end{align*}
\]

Deposits of any amount are always accepted and affect the balance as expected. Withdrawals are accepted whenever the balance is enough to satisfy the requested amount and are refused if the requested amount is greater than the balance plus a given credit amount. In the other situations, i.e., when \( \text{am} - CRE \leq \text{bal} \leq \text{am} \), the acceptance of a withdrawal is left unspecified. Later in the development process, one may refine this design in order to model a specific policy on withdrawals as long as it complies with the limits established in this design. The effects of withdrawals in the balance are not completely specified either, leaving room for penalties to be introduced in the case of withdrawals that leave the account overdrawn.

\[
\begin{align*}
design \text{ counter is} \\
in & \text{val}: \text{int}, \text{day}: \text{nat} \\
out & \text{count}: \text{nat} \\
prv & \text{d}: \text{nat} \\
do & \text{chg}: \text{true} \rightarrow \text{d}:=\text{day} \parallel \text{count}:=\text{if}(\text{val}<0,\text{count}+(\text{day}-\text{d}),\text{count}) \\
\mid & \text{reset}: \text{true, false} \rightarrow \text{d}:=\text{day} \parallel \text{count}:=0
\end{align*}
\]

**Programs**

When, for every \( g \in \Gamma \), \( L(g) \) and \( U(g) \) coincide, and the relation \( R(g) \) defines a conditional multiple assignment, the design is called a program. Notice that a program with a non-empty set of input variables is open in the sense that its execution is only meaningful in the context of a configuration in which these inputs have been instantiated with variables of other components. The notion of configuration, and the execution of an open program in a given configuration, will be discussed further below. The behaviour of a closed program is as follows. At each execution step, one of the actions whose enabling condition holds of the current state is selected, and its assignments are executed atomically. Furthermore, private actions that are infinitely often enabled are guaranteed to be selected infinitely often. See [17] for a model-theoretic semantics of CommUnity.

As an example of a program consider the design \text{counter}. This program
models a counter that counts how many days a value has been negative since the last time it was reset. It receives from the environment the value it has to monitoring and the current day, through the input variables \( val \) and \( day \), respectively. Furthermore, through the execution of action \( chg \), it expects to be notified each time \( val \) is updated. In order to count the elapsed time, it keeps in its private memory the date of the last update (variable \( d \)).

3 Superposition

The design of a banking account with a policy on withdrawals that uses the number of days the account has been 
overdrawn to decide if withdrawals are accepted or not, can be obtained from the design \( account \) presented before by superposing a counter:

\[
\begin{align*}
\text{design \ monregaccount is} \\
\text{in \ \ am: nat, day: nat} \\
\text{out count: nat, bal: int} \\
\text{prv \ d: nat} \\
\text{do \ dep[bal, d, count]: true} & \rightarrow \text{bal'} = \text{v+bal} \wedge \\
& (\text{d'=day}) \wedge \\
& (\text{bal<0} \supset \text{count'} = \text{count+(day-d)}) \wedge \\
& (\text{bal} \geq 0 \supset \text{count'} = \text{count})
\end{align*}
\]

\[
\begin{align*}
[] \ \operatorname{wit}[\text{bal, d, count}]: & \text{bal+CRE} \geq \text{am} \wedge \text{count}<LIM, \text{bal} \geq \text{am} \wedge \text{count}<LIM \rightarrow \\
& \text{d'=day} \wedge \\
& (\text{bal} \geq \text{am} \supset \text{bal'} = \text{bal-am}) \wedge \\
& (\text{bal} < \text{am} \supset \text{bal'} = \text{bal-am}) \wedge \\
& (\text{bal<0} \supset \text{count'} = \text{count+(day-d)}) \wedge \\
& (\text{bal} \geq 0 \supset \text{count'})
\end{align*}
\]

\[
\begin{align*}
[] \ \operatorname{reset}[\text{d, count}]: & \text{true, false} \rightarrow \text{d'=day} \wedge \text{count'} = 0
\end{align*}
\]

In the design \( monregaccount \) we have introduced the new input variable \( day \) and the new local variables \( count \) and \( d \) (superposed variables) and the new action \( reset \). The input variable \( day \) gives the current day. The variable \( count \) counts how many days the account has been overdrawn since the last time the counter was reset. This is achieved through the use of the auxiliary variable \( d \) that stores the last time the balance was changed.

It is important to notice that, in this design, the account is not only monitored but also regulated. This is reflected in the fact that the enabling condition of withdrawals is strengthened. In this design, any request for a withdrawal is refused if the number of days the account has been overdrawn exceeds a certain limit.

In [10] it was shown that several notions of superposition can be formalised in terms of morphisms of programs. Here, we extend the formalisation of the so-called \textit{regulative superposition} for CommUnity designs. Regulative superposition requires that the functionality of the base program in terms of the assignments of its variables be preserved and allows for the enabling condition of its actions to be strengthened.

**Definition 3.1** A composition morphism of designs \( \sigma : P_1 \rightarrow P_2 \) consists of a total function \( \sigma_{\text{pair}} : V_1 \rightarrow V_2 \) and a partial mapping \( \sigma_{\text{ac}} : \Gamma_2 \rightarrow \Gamma_1 \) s.t.:
1. for every $v \in V_1$, $i \in \mathit{in}(V_1)$, $o \in \mathit{out}(V_1)$, $x \in \mathit{prv}(V_1)$
   \[ \mathit{sort}_2(\mathit{var}(v)) = \mathit{sort}_1(v) \]
   \[ \mathit{var}(o) \in \mathit{out}(V_2) \]
   \[ \mathit{var}(i) \in \mathit{out}(V_2) \cup \mathit{in}(V_2) \]
   \[ \mathit{var}(x) \in \mathit{prv}(V_2) \]

2. for every $g \in \Gamma_2$ s.t. $\mathit{var}(g)$ is defined
   - if $g \in \mathit{sh}(\Gamma_2)$ then $\mathit{var}(g) \in \mathit{sh}(\Gamma_2)$
   - if $g \in \mathit{prv}(\Gamma_2)$ then $\mathit{var}(g) \in \mathit{prv}(\Gamma_2)$

3. for every $g \in \Gamma_2$ s.t. $\mathit{var}(g)$ is defined
   \[ \mathit{var}(D_1(\mathit{var}(g))) \subseteq D_2(g) \]
   \[ \mathit{var}(D_2(\mathit{var}(v))) \subseteq D_1(v) \text{ for every } v \in \mathit{loc}(V_1) \]
   \[ \Phi \models (R_2(g) \Rightarrow \sigma(R_1(\mathit{var}(g)))) \]
   \[ \Phi \models (L_2(g) \Rightarrow \sigma(L_1(\mathit{var}(g)))) \]
   \[ \Phi \models (\mathcal{U}_2(g) \Rightarrow \sigma(\mathcal{U}_1(\mathit{var}(g)))) \]

where we have used also $\sigma$ to denote the extension of the morphism to the language of expressions and conditions. Designs and composition morphisms define a category $\mathtt{c-DSGN}$.

A morphism $\sigma : P_1 \to P_2$ identifies a way in which $P_1$ is “augmented” to become $P_2$ so that it can be considered as having been obtained from $P_1$ through the superposition of additional behaviour, namely the interconnection of one or more components. In other words, $\sigma$ identifies $P_1$ as a component of $P_2$. The map $\mathit{var}$ identifies for every variable of the component the corresponding variable of the system. The first group of constraints also establishes that sorts of variables have to be preserved. Notice, however, that input variables of a component can become output variables of the system. This is because the result of interconnecting an input variable of a component with an output variable of another component in the system is an output variable of the system. Mechanisms for hiding communication, i.e. making it private, can be applied, but they are not the default in a configuration.

The partial mapping $\mathit{var}$ identifies the action of the component that is involved in each action of the system, if ever. The second group of constraints states that the type of actions is preserved. The last group of conditions on actions requires that change within a component is completely encapsulated in the structure of actions defined for the component and that the computations performed by the system reflect the interconnections established between its components. The two conditions on write frames imply that actions of the system, in which a component is not involved cannot have local variables of the component in their write frame. The third condition reflects the fact that the effects of the actions of the components can only be preserved or made more deterministic in the system. The last two conditions allow the bounds that the design specifies for enabling of the action to be strengthened but not weakened. Strengthening of these bounds reflects the fact that all the components that participate in the execution of a joint action have to
give their permission for the action to occur. For instance, the composition morphism that captures the fact that `monregaccount` can be regarded as the result of applying superposition to the design `account` is

\[ \sigma : account \rightarrow monregaccount \]

where \( \sigma_{\text{var}} \) is the inclusion function between the corresponding set of variables and \( \sigma_{\text{ae}}(\text{dep}) = \text{dep} \) and \( \sigma_{\text{ae}}(\text{wit}) = \text{wit} \). \( \sigma_{\text{ae}}(\text{reset}) \) is undefined because this action does not involve the base design.

An interesting property of the composition morphisms we have just defined is that they can also be used to support the process of structuring complex systems by interconnecting simpler components. More concretely, configurations of complex systems can be described by diagrams in the category \( \text{c-DSGN} \). In order to illustrate the way composition morphisms can be used for defining systems configurations consider the diagram below where `regulator` is the following design.

```
design regulator is
in  val:nat
do  action: val<LIM \rightarrow \text{skip}
```

This diagram defines the configuration of a system with three components — `account`, `counter` and `regulator`. The other designs and the composition morphisms define the interactions between these components in the system.

This diagram defines

- An \( \text{i/o} \) interconnection between variables `bal` of `account` and `val` of `counter` and the synchronisation of `account` and `counter` each time the first wants to perform `dep` or `wit` and the later wants to perform `chg`. In this way, it is established that the balance of the `account` is the value subject of the monitoring carried out by the `counter`. In order to ensure the counter is notified each time the balance is updated, given that `dep` and `wit` may change the balance of the account, both actions were synchronised with the action `chg`.

- An \( \text{i/o} \) interconnection between variables `val` of `regulator` and `count` of `counter` that establishes that the enabling condition of action of `regulator` depends on the value of the counter.

- The synchronisation of action `wit` of `account` with `action` of regulator. This
determines that requests of withdrawals in this system are refused when the number of days the account has been overdrawn reaches a certain limit.

Through a universal construction of category theory – the colimit construction – it is possible to internalise the interactions explicitly described in a configuration diagram and obtain a design for the system as a whole. Colimits in e-DSGN capture a generalised notion of parallel composition in which the designer makes explicit what in connections are used between components:

- variables involved in each i/o-communication established by the configuration are amalgamated;
- every set \( \{g_1, \ldots, g_n\} \) of actions that are synchronised through the interconnections is represented by a single action \( g_1 \parallel \cdots \parallel g_n \) whose occurrence captures the joint execution of the actions in the set;
- the transformations performed by the joint action are specified by the conjunction of the specifications of the local effects of each of the synchronised actions, and the bounds on the enabling condition of joint actions are also obtained through the conjunction of the bounds specified by the components.

Not surprisingly, the design \textit{monregaccount} presented before is a colimit of the diagram above. This shows that the several enhancements of the original design \textit{account} that are underlying the superposition process can be developed independently, as autonomous components, and hence can be used (and reused) in different contexts.

4 Refinement

Composition morphisms as defined in the previous section do not capture a refinement relation. In order to make this clear, let us analyse the example that we used for illustrating composition.

We started with the design \textit{account} in which it was left unspecified if a withdrawal is accepted or refused in the situations in which the balance is not enough to satisfy the requested amount but becomes enough if a certain credit amount is provided. However, the design \textit{account} establishes the limits for the policies on withdrawals that can be adopted in later stages of design:

- a) withdrawals cannot be refused whenever, on its own, the balance is enough to satisfy the requested amount
- b) withdrawals will be refused if the requested amount is greater than the balance plus the agreed credit amount.

The superposition of additional behaviour concerning the monitoring of how many days the account has been overdrawn give rise to the design \textit{monregaccount}. In that design, withdrawals are refused once the number of days the account has been overdrawn reaches a certain limit. Clearly, this
policy on withdrawals does not comply with the limit a).

We can make this observation more precise by providing a formal mapping between CommUnity designs and specifications in branching temporal logic. Indeed, we can assign the following set of sentences with every action $g$, which capture the (informal) semantics of actions that we briefly discussed and can be found in [17]:

- $g \Rightarrow L(g)$, i.e. actions can only take place when the lower bound of the enabling condition is true.

- $U(g) \Rightarrow E g$, i.e. actions can take place when the upper bound of the enabling condition is true — $E$ is the branching-time operator that ensures the existence of a branch in which the condition holds.

- $g \Rightarrow R(g)$ where $R(g)$ is the condition obtained from $R(g)$ by replacing every occurrence of a variable $v$ with the term $Xv$ — $X$ is the linear-time operator that refers to what happens in the next state.

Whereas the conditions imposed on composition morphisms ensure that the first and third classes of properties are preserved, the second set is not. These are, precisely, properties of required non-determinism, i.e. properties that require the system to be available in certain states, for accepting the execution of certain actions.

This shows that, in the context of CommUnity, superposition is not a principle for design refinement. Given that composition morphisms were motivated as capturing the relationship that exists between systems and their components, this is hardly surprising. It is well known in languages such as CSP [12] that the parallel composition of a collection of processes does not refine, necessarily, any of the constituents. In fact, we can even prove that composition morphisms, instead of preserving, reflect non-determinism, meaning that any form of non-determinism detected in the target can be traced back to the source design [15]. A notion of morphism that captures refinement of CommUnity designs is the following:

**Definition 4.1** A refinement morphism of designs $\sigma : P_1 \rightarrow P_2$ consists of a total function $\sigma_{\text{var}} : V_1 \rightarrow V_2$ and a partial mapping $\sigma_{\text{ac}} : \Gamma_2 \rightarrow \Gamma_1$ s.t.:

1. for every $v \in V_1$, $i \in \text{in}(V_1)$, $o \in \text{out}(V_1)$, $x \in \text{prv}(V_1)$
   
   $$\text{sort}_2(\sigma_{\text{var}}(v)) = \text{sort}_1(v)$$
   $$\sigma_{\text{var}}(o) \in \text{out}(V_2)$$
   $$\sigma_{\text{var}}(i) \in \text{in}(V_2)$$
   $$\sigma_{\text{var}}(x) \in \text{prv}(V_2)$$
   $$\sigma_{\text{var}}^{-1}(\text{out}(V_1) \cup \text{in}(V_1))$$

2. for every $g \in \Gamma_2$ s.t. $\sigma_{\text{ac}}(g)$ is defined
   
   if $g \in \text{sh}(\Gamma_2)$ then $\sigma_{\text{ac}}(g) \in \text{sh}(\Gamma_2)$
   if $g \in \text{prv}(\Gamma_2)$ then $\sigma_{\text{ac}}(g) \in \text{prv}(\Gamma_2)$
   if $g \in \text{sh}(\Gamma_1)$ then $\sigma_{\text{ac}}^{-1}(g) \neq \emptyset$

3. for every $g \in \Gamma_2$ s.t. $\sigma_{\text{ac}}(g)$ is defined
\[
\begin{align*}
\sigma_{\text{var}}(D_1(\sigma_{\text{ac}}(g))) & \subseteq D_2(g) \\
\sigma_{\text{ac}}(D_2(\sigma_{\text{var}}(v))) & \subseteq D_1(v) \text{ for every } v \in \text{loc}(V_i) \\
\Phi & \vdash (R_2(g) \Rightarrow \sigma(R_1(\sigma_{\text{ac}}(g)))) \\
\Phi & \vdash (L_2(g) \Rightarrow \sigma(L_1(\sigma_{\text{ac}}(g))))
\end{align*}
\]

4. for every \( g_1 \in \Gamma_1 \),

\[\Phi \vdash (\sigma(U_1(g_1))) \Rightarrow \forall_{\sigma_{\text{ac}}(g_2)=g_1} U_2(g_2)\]

Designs and their refinement morphisms define a category \( \text{r-DSGN} \).

A refinement morphism is intended to support the identification of a way in which a design \( \Gamma_1 \) (its source) is refined by a more concrete design \( \Gamma_2 \) (its target).

The function \( \sigma_{\text{var}} \) identifies for each input (respectively output) variable of \( \Gamma_1 \) the corresponding input (respectively output) variable of \( \Gamma_2 \). Notice that, contrarily to what happens with the composition relationship, refinement does not change the border between the system and its environment and, hence, input variables can no longer be mapped to output variables.

The mapping \( \sigma_{\text{ac}} \) identifies for each action \( g \) of \( \Gamma_1 \), the set of actions of \( \Gamma_2 \) that implements \( g \) — given by \( \sigma_{\text{ac}}^{-1}(g) \). This set is a menu of refinements for action \( g \) and can be empty for private actions. However, every action that models interaction between the component and its environment has to be implemented.

The actions for which \( \sigma_{\text{ac}} \) is left undefined (the new actions) and the variables that are not involved \( \sigma_{\text{var}}(V_i) \) (the new variables) introduce more detail in the description of the component.

The two conditions on write frames require that the new actions do not modify the variables of the more abstract design.

The last condition in 3 and condition 4 require that the interval defined by the blocking and progress conditions of each action, in which the enabling condition of any guarded command that implements the action must lie, be preserved or reduced. This is intuitive because refinement, pointing in the direction of implementations, should reduce underspecification. This is also the reason why the effects of the actions of the more abstract design are required to be preserved or made more deterministic. It is easy to see that the properties that we expressed above in temporal logic are preserved by refinement morphisms.

In order to illustrate refinement consider the design \texttt{refaccount}. Despite the similarities between designs \texttt{refaccount} and \texttt{monregaccount}, \texttt{refaccount} is in fact a refinement of \texttt{account}. This is because the policy on withdrawals adopted in \texttt{refaccount} complies with the limits established in the design \texttt{account}. The enabling condition of action \texttt{wit}, which is now completely defined, lies in the interval established in the design \texttt{account}. Withdrawals are specified to be accepted if and only if either the balance is enough or the balance is enough if a certain credit amount is provided and the number of days the account has been overdrawn does not exceed a certain limit. Notice that
in this refinement step it was also taken the design decision of charging a 10% penalty when the credit facility is used.

It is important to notice that neither monregaccount is a refinement of account nor refaccount could be obtained through regulative superposition over the design account. However, it is easy to see that there are regulative superposition morphisms that are also refinement morphisms. In particular, this is the case of the subclass of regulative superposition morphisms that require that the interval of the enabling condition of actions be preserved. Such morphisms model, to some extent, spectative superposition as in [8], the kind of superposition also used in Unity.

\[
\text{design refaccount is}
\]
\[
\text{in am:nat, day:nat}
\]
\[
\text{out count:nat, bal:int}
\]
\[
\text{prv d:nat}
\]
\[
\text{do dep: true → bal:=v+bal || d:=day ||}
\]
\[
\text{count:=if(bal<0, count+(day-d), count)}
\]
\[
\text{[] wit: (bal++cream ∧ count<LIM) → balam →}
\]
\[
\text{bal:=if(balam,bal-am,(bal-am)*1.1) || d:=day ||}
\]
\[
\text{count:=if(bal=0, count+(day-d), count)}
\]
\[
\text{[] reset: true, false → d:=day || count:=0}
\]

5 Compositionality

Refinement and composition morphisms, though different as justified above, can be related by a compositionality property. Compositionality is a key issue in the design of complex systems because it makes it possible to reason about a system using the descriptions of their components at any level of abstraction, without having to know how these descriptions are refined in the lower levels (which includes their implementation).

When component interconnections are explicitly modelled through configurations, as is the case of CommUnity, compositionality can be formulated as the property according to which we can pick arbitrary refinements of the components of a system Sys, and interconnect these more concrete descriptions with arbitrary refinements of the connections used in Sys, and obtain a system that still refines Sys. The notion of refinement can be extended to configuration diagrams in a straightforward manner. Consider the following configuration diagrams dia and dia'.

Given that the refinement of the components is defined by the refinement morphisms \( \eta_1 : S_1 \rightarrow S'_1 \) and \( \eta_2 : S_2 \rightarrow S'_2 \), the diagram \( \text{dia'} \) is a refinement of \( \text{dia} \) if there exists a refinement morphisms \( \eta_0 : S_0 \rightarrow S'_0 \) that makes the two squares, at the level of signatures, commute.

In this way intuitively, we are requiring that the system architecture, seen as a collection of components and “cables”, cannot change during a refinement step. However, the “cables” used to interconnect the more abstract designs can be replaced by “cables” with more capabilities. However, the interconnection \( \text{dia'} \) must be consistent with \( \text{dia} \), i.e., the i/o communications and
synchronisations defined by \( \text{dia} \) have to be preserved.

In order to ensure compositionality, i.e., that the colimit \( S \) of \( \text{dia} \) is refined by the colimit \( S' \) of \( \text{dia'} \) it is necessary to further require that:

- The diagram \( \text{dia} \) cannot establish the instantiation of any input variable that was left “unplugged” in \( \text{dia} \). That is to say, the input variables of the composition are preserved by refinement.
- The diagram \( \text{dia'} \) cannot establish the synchronisation of actions that were defined as being independent in \( \text{dia} \).

In these situations, it is ensured that there exists a refinement morphism \( \eta : S \to S' \). Furthermore, this morphism is unique if we require the preservation of the design decisions that lead from each \( S_i \) to \( S'_i \). The proof of this result can be found in [14].

6 Conclusions

In this paper, we have shown how the concept of superposition, as used in [6, 8, 5, 13, 3], can subsume both composition and refinement of action-based designs. By adopting a categorical formalisation of designs for the language CommUnity, it becomes clear that composition and refinement are two ways of constructing complex designs from simpler ones that differ because they are required to preserve different properties.

The crucial distinction between these two views is related to the separation
that exists between non-determinism and underspecification. This separation of concerns is too often ignored or overlooked by formal methods but is crucial when architectural concerns are at stake. Let us consider, for instance, the categorical semantics of architectural connectors [9]. An architectural connector type, a notion proposed by [1] for supporting the design of interactions between components, is defined by a set of roles, that can be instantiated with specific components of the system under construction, and a glue specification that describes how the activities of the role instances are to be coordinated. Given that the roles of a connector are abstractions of the components that can use the communication protocol modelled by the connector, it is not difficult to realise that the compatibility requirement that role instantiation has to obey addresses the preservation of a class of properties which are not the same that are required to be preserved during the superposition of the functionalities specified by the glue over the involved components, so these components engage in the given communication protocol.

Further work is going on which addresses the integration of a distribution and mobility dimension in CommUnity and the use of superposition in order to support the externalisation of the mechanisms that are responsible for managing the distribution topology of systems [16]. This work has provided more evidence for the need of distinguishing between composition and refinement.
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