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ABSTRACT

Loss aversion, whereby losses weigh more heavily than equal-sized gains, has been demonstrated in many decision-making settings. Previous research has suggested reduced loss aversion in schizophrenia, but with little evidence of a link between loss aversion and schizophrenia illness severity. In this study, 20 individuals with schizophrenia and 16 control participants, matched by age and sex, played two versions of the Iterated Prisoners’ Dilemma, one version with only positive payoffs and another version in which negative payoffs were possible, with the second version being derived from the first by subtracting a constant value from all payoffs. The control group demonstrated significantly lower cooperation rates under negative payoffs, compared with the version with only positive payoffs, indicative of loss aversion. The patient group on average showed no loss aversion response. Moreover, the extent of loss aversion in patients was found to be negatively correlated with schizophrenia illness severity, with less ill patients showing loss aversion more similar to controls. Results were found to be robust to the inclusion of potential confounding factors as covariates within rigorous probit regression analyses. Reduced loss aversion is a feature of schizophrenia and related to illness severity.
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1. Introduction

Loss aversion is the tendency for individuals to weight losses more heavily than equal-sized gains in decision making. It has been amply documented in economic and psychological studies, found present in individual and strategic decision-making by healthy adults (Kahneman and Tversky 1984; Cachon and Camerer 1996; Rydval and Ortmann 2005; Feltovich 2011; Feltovich et al., 2012), as well as in children (Harbaugh et al., 2001) and non-human primates (Chen et al., 2006).

Here, we examine the association between loss aversion and schizophrenia using a novel version of the Iterated Prisoner’s Dilemma paradigm to characterize loss aversion. There are good reasons to expect that loss aversion may be disrupted in schizophrenia. First, the dopamine hypothesis of schizophrenia attributes the psychosis of schizophrenia to abnormal dopaminergic activity in the brain, based on the common action of all antipsychotic medications and psychotomimetic effects of stimulant drugs (Kapur 2003; Gradin et al., 2011); while functional MRI work has found that, in healthy individuals, brain regions associated with loss aversion include dopamine projection areas, from the mesolimbic and mesocortical systems (Tom et al., 2007) including the amygdala and striatum (Canessa et al., 2013; Sokol-Hessner et al., 2013), areas implicated in the neural processing of gains and losses.

Second, schizophrenia has also been considered a disorder of salience. Aberrant salience theory proposes that psychosis, related to dopamine dysfunction, occurs due to abnormalities in the salience given to stimuli and internal representations, whether rewarding or aversive (Kapur 2003). For instance, it has been reported that schizophrenia patients show abnormal neural responses to stimuli in both threatening and safe contexts (Jensen et al., 2008; Holt et al., 2012). Aberrant salience may well contribute to an imbalance in the weighting given to losses and gains, necessary for loss aversion, and this provides further plausibility to the prediction that loss aversion is disrupted in schizophrenia.
There has also been work aimed at studying loss aversion in schizophrenia, which indicate that the weighting given to losses is reduced in schizophrenia (Trémeau et al., 2008; Brown et al., 2013). However, these studies were limited by a similarity between loss aversion and other well-known decision-making heuristics. Trémeau et al. (2008) report evidence consistent with reduced exchange asymmetry (also known as the endowment effect) in schizophrenia patients, compared to healthy controls, and attribute this difference to reduced loss aversion. However, recent research suggests that exchange asymmetry may actually be due to factors other than loss aversion (Plott and Zeiler 2005; Engelmann and Hollard 2010). Brown et al. (2013) report results from two tasks intended to measure loss aversion. Their first task, based on a paradigm from De Martino et al. (2006), is actually a measure of the reflection effect (Kahneman and Tversky 1979), the tendency to prefer more risk when making decisions over losses and less risk when making decisions over gains. Their second task, based on a paradigm from Tom et al. (2007), does measure loss aversion. However, whilst they do find reduced sensitivity to losses in schizophrenia patients versus controls, they find an even greater reduction in sensitivity to gains, so that estimated loss aversion does not significantly differ between the two groups. Also, neither Trémeau et al. (2008) nor Brown et al. (2013) report significant correlations between their measures of loss aversion and schizophrenia symptom severity. If altered loss aversion in schizophrenia does indeed relate to aberrant salience (as suggested by Trémeau et al., 2008), and with aberrant salience linked to dysfunction in dopamine firing (Kapur 2003; Gradin et al., 2011), one would expect that not only does loss aversion differ between schizophrenic patients and healthy controls, but also that it should vary within patients according to illness severity. Interestingly, Trémeau et al. (2008) did find that their loss aversion estimate in patients with schizophrenia was negatively correlated with age, duration of illness, number of months in hospital, and poorer performance in the Wisconsin Card Sorting Test, and they

1. Trémeau et al. (2008) never mention the terms endowment effect or exchange asymmetry in their paper, instead using loss aversion exclusively, while Brown et al. (2013) do characterize the earlier paper’s results as pertaining to the endowment effect rather than loss aversion.
report a nearly significant result with the Positive And Negative Syndrome Scale (PANSS) Positive subscore ($r = -0.29, p = 0.08$).

Based on this previous research into loss aversion, and taking into consideration dopamine dysfunction and aberrant salience in schizophrenia, in our study we hypothesized that patients would exhibit reduced loss aversion compared to controls and that within the patient group loss aversion would correlate with schizophrenia illness severity, particularly measured through the PANSS.
2. Results

Our results are based on a novel implementation of the Iterated Prisoners’ Dilemma paradigm, with participants playing against a computer player following pre-programmed strategies, and with the game paradigm involving two versions, each consisting of 50 rounds. One version (‘Gain frame’) simulates a situation of plenitude, with all outcomes yielding gains. The other version (‘Loss frame’), derived from the first by subtracting a constant from all payoffs, simulates a situation of hardship, with both losses and gains possible (Figure 1). This method of subtracting a constant has been used in previous research to test loss aversion and loss avoidance in other games of cooperation and competition, such as the Stag Hunt and Hawk-Dove games (Cachon and Camerer 1996; Feltovich 2011; Feltovich et al., 2012; Rydval and Ortmann 2005). Based on a game theoretic model incorporating psychological assumptions – see Supplementary Material (Brain Research online) – we show that as loss aversion becomes more pronounced, Betray choices become more likely, or equivalently, Cooperate choices become less likely. This provides a simple within-participant measure of loss aversion: the fraction of Cooperate choices in the Gain frame minus the corresponding fraction in the Loss frame, with larger values representing greater loss aversion. Clearly, since the Gain and Loss frames differ only through the subtraction of a constant in the payoffs, other factors between the two frames remain unchanged including the pre-programmed computer strategies. Additional benefits of the Iterated Prisoners’ Dilemma paradigm include its relative simplicity and intuitive game mechanics, desirable given the cognitive impairments associated with schizophrenia (Aylward et al., 1984).

Figure 2 presents unconditional frequencies of Cooperate choices for controls and patients under both Gain and Loss frames. As hypothesized, controls exhibit significant loss aversion, as

---

2. In about 1.5 percent of observations, the participant did not make a choice before the allotted time expired. When this happened, the participant received a payoff of 3 for that round in the Gain frame and -2 in the Loss frame, and the previous choice made by the participant was used for determining the computer’s next-round choice. The results we report are based on all observations; however, the
Cooperate choices fall from 41.2% in the Gain frame to 32.9% in the Loss frame. This difference is significant ($p = 0.01$, Figure 2), corresponding to a mean loss aversion score of 8.3 percentage points (see also Figure 3). By contrast, patients’ frequencies of Cooperate choices are not significantly different in the two frames (39.92% and 39.85%, Gain and Loss frames respectively, $p = 0.35$, Figure 2). The corresponding mean loss aversion score for patients of less than 0.1 percentage points is significantly lower than for controls ($p = 0.04$, Figure 3).

Figure 4 shows the relationship between patients’ loss aversion scores and their PANSS Total scores. For the patient group, ordinary least squares regression shows a significant negative association ($R^2 = 0.32; p = 0.01$). As patient illness severity increases, loss aversion tends to reduce, with less ill patients showing loss aversion more similar to controls.

Table 2 shows results from two probit regression models, with Cooperate choice as the dependent variable. Model 1 has a minimal set of explanatory variables, while Model 2 also includes additional a priori variables of interest including PANSS Total (as the primary clinical variable of interest) and IQ (as a likely confounding factor, important to account for). Both models include variables for computer strategy and round number to control for learning. The results are shown as marginal effects (MEs). The ME of an independent variable indicates the change in probability of a Cooperate choice through a 1-unit increase in that variable (from 0 to 1 if the variable is binary), while keeping all other independent variables fixed.

The results for Model 1 confirm the results from Figures 2-3. Controls show significant loss aversion (ME 0.099, $p = 0.0001$), while patients do not exhibit such loss aversion (ME 0.006, $p = 0.39$). Moreover, the difference in loss aversion between groups is significant ($p = 0.008$). Overall cooperation levels did not differ significantly between the two groups in both Model 1 (Group effect ME -0.016, $p = 0.87$) and Model 2 (Group effect 0.078, $p = 0.71$), and so further analyses were not conducted looking into participants’ cooperative strategies.

significance of our results and conclusions are robust to dropping these 'non-choices' from the dataset post hoc, with only negligible differences.
Due to consistent evidence of cognitive impairments in schizophrenia patients (Aylward et al., 1984), we expected matching the control and patient groups for IQ would not be feasible. Thus we incorporated IQ into Model 2 as an a priori variable of interest and likely confounder. However, rather than IQ, the primary clinical variable of interest in Model 2 was PANSS Total, which we included due to our hypothesis that loss aversion in patients would vary with illness severity. Here, the significant marginal effect for loss aversion (ME 0.195, p = 0.0002) at low PANSS Total scores (25th percentile) reflects the response from controls. The non-significant marginal effect for loss aversion (ME -0.073, p = 0.91) at high PANSS Total scores (75th percentile) reflects the lack of such response in patients. The difference between these marginal effects is significant (p = 0.006) and substantial: moving from the 25th percentile to the 75th percentile of PANSS Total results in an approximately 30-percentage-point (0.3) decrease in loss aversion.

Additionally, Model 2 was rerun with only schizophrenia patients, showing that patients responded appropriately to differing incentives between the two computer strategies. Cooperation was significantly reduced when patients faced the pre-programmed “seesaw” strategy, against which betrayal is more advantageous compared to the “neutral” strategy (p = 0.02, see Supplementary Material, Table S2) – evidence that patients properly understood the task and responded appropriately to changes in incentives. This is important, because it removes a potential alternative explanation for our results, namely, that reduced loss aversion in schizophrenia was due simply to reduced understanding of the task.

Using forward stepwise regression, further probit analyses were conducted for potential confounding factors and other clinical variables: age; sex; antipsychotic dose (chlorpromazine-equivalent); income; current IQ (WASI); pre-morbid IQ (NART); executive function (Hayling and Brixton); PANSS Total, and subscales PANSS Positive, Negative and General; depression (BDI and Hamilton); anxiety (STAI); pleasure (Snaith-Hamilton); psychopathy (Levenson); propensity to trust (PTS); time since diagnosis; and time as an inpatient. Each clinical variable or confounding factor was input into separate versions of regression Model 1 (Table 3 summarizes only model fit and loss
aversion marginal effects in relation to each clinical variable or confounding factor, with Model 1 in common with Table 2; full results for the marginal effects of all model variables are shown in Supplementary Material, Table S3). The following variables were found significantly positively correlated with the Loss Aversion measure in these individual regressions: age ($p = 0.008$); WASI ($p = 0.0001$); NART ($p = 0.0006$); and antipsychotic dose ($p = 0.02$). The following variables were found significantly negatively correlated with the Loss Aversion measure in these individual regressions: PANSS Total ($p = 0.00004$); PANSS Positive ($p = 0.00001$); PANSS Negative ($p = 0.02$); PANSS General ($p = 0.0001$); BDI ($p = 0.002$); Hamilton ($p = 0.002$); and STAI ($p = 0.0002$). The remaining variables tested were not significant, at $p > 0.10$.

Although PANSS Positive was most significantly correlated with the Loss Aversion measure in this analysis, PANSS Total provided best model fit, assessed by AIC (Akaike 1974). Adding non-PANSS variables individually and separately to the regression model with PANSS Total (Model 13) did not improve model fit according to AIC.

Substituting the three PANSS subscales (Positive, Negative and General) instead of PANSS Total did not improve model fit by AIC. However, it revealed that the significant (negative) correlation with the Loss Aversion measure was with PANSS Positive ($p = 0.04$) within this model, not with PANSS Negative ($p = 0.55$) or PANSS General ($p = 0.61$). More details about this analysis for PANSS subscales are found in Supplementary Material (Table S4). Therefore, from the clinical variables, PANSS Total provided the best fit to the data. On the other hand, PANSS Positive was most significantly correlated with loss aversion and appears to be driving the significant correlation for PANSS Total, rather than PANSS Negative and PANSS General.

Given the above positive correlation demonstrated between antipsychotic dose and the Loss Aversion measure ($p = 0.02$, Table 3), antipsychotic dose would thus be an important confounding factor necessary to consider; post hoc inclusion of antipsychotic dose as an additional covariate within probit regression Model 2 (Table 2), alongside the covariates PANSS Total and WASI-
estimated IQ as before, did not significantly affect the overall loss aversion results, particularly in the association with PANSS Total (results outlined in Supplementary Material, Table S5).
3. Discussion

Despite this study having relatively small numbers of participants in both groups, it does raise some interesting and fairly strong results. We acknowledge that we cannot rule out all possible alternative explanations for our results. For example, if individuals have diminishing returns to money payments and a constant benefit from following a social norm to cooperate – and if those diminishing returns are more pronounced for controls than patients – the same pattern of results we observed (reduced cooperation in the *Loss* frame by controls, but not by patients) would be expected. However, evidence does exist that perceived returns to money payments should be approximately constant over small gains and losses (Rabin and Thaler 2001), supporting our conclusions about loss aversion. This assumption of linearity was incorporated into our game theoretic model for loss aversion outlined in Supplementary Material (Brain Research online). This same limitation is shared even by some of the important studies on healthy loss aversion in the literature, such as Tom et al. (2007) and Canessa et al. (2012), which explicitly assume linear functions of the utility curve. At least one study, Sokol-Hessner et al. (2013), addresses this issue with lotteries involving gains and losses and with lotteries involving gains only, forgoing the need to assume linearity in the utility function, but a study of this type might prove very challenging to implement in experiments with schizophrenia patients, due to the large number of distinct decisions from each subject that is required to estimate a complete utility-of-money function. Regarding the previous studies on schizophrenia in this literature, these can alternatively be explained by any of the other causes of the endowment effect (Tremeau et al., 2008), the reflection effect (the first task from Brown et al., 2013), and diminishing returns to money (the second task from Brown et al., 2013). However, though each individual study on its own cannot be conclusive regarding reduced loss aversion in schizophrenia, the three studies together (including ours) – considered as a set of independent quasi-replications – provide compelling evidence, since there is little overlap across the three in what alternative explanations exist.
Compared to previous research focusing on loss aversion in schizophrenia (Brown et al., 2013; Trémeau et al., 2008), we used a different approach for studying loss aversion, involving two versions of the Iterated Prisoners’ Dilemma differing only in subtracting a constant from all payoffs, similar to previous studies (Cachon and Camerer 1996; Feltovich 2011; Feltovich et al., 2012; Rydval and Ortmann 2005). In our study, the control group showed reduced cooperation in the version where losses are possible, compared to the version where only gains are possible, indicative of loss aversion, while this was not observed in schizophrenia patients. At first glance, this appears counterintuitive, as it implies that a psychiatric disorder produces more “rational” behavior. Subtracting a constant from all payoffs should not make any difference to decision-making, since the rank ordering of outcomes and Nash equilibria remain unaffected (Feltovich 2011; Feltovich et al., 2012). One explanation is that "irrational" loss aversion in the healthy controls is an adaptive response generally conducive to individual survival, since in times of plenty a betrayal or poor gamble will result in no worse than a “smaller dinner”, while in times of scarcity a similar bad outcome could result in starvation.

This adaptive response was observed reduced in the schizophrenia group, with extent of loss aversion negatively correlated with illness severity, particularly measured by the PANSS Total and the underlying PANSS Positive. Our results implicate other symptom measures to a lesser extent, e.g. for depression and anxiety. This is unsurprising given comorbidities common in schizophrenia, which is why we included these measures. However, PANSS Total already captures depression and anxiety symptoms, as well as psychotic symptoms, so significant collinearity in these measurements would be expected. Indeed, recent research has found increased loss aversion in depression (Pammi et al., 2015), supporting the idea that the negative correlation seen here between loss aversion and depressive symptoms in schizophrenia is related to collinearity with PANSS Total, rather than depression per se. PANSS Total is the most representative of schizophrenia illness severity within our battery of clinical measures, and as per our hypothesis, we found PANSS most significantly
correlated with loss aversion in schizophrenia, although levels of anxiety and depression were also relatively high in correlation.

Indeed, the highly significant correlation seen between loss aversion and the underlying PANSS Positive would suggest that dopamine dysfunction may well be involved in our finding of reduced loss aversion in schizophrenia. This is supported by the dopamine hypothesis of schizophrenia, and salience theory of psychosis related to aberrant dopamine firing (Kapur 2003; Gradin et al., 2011), as well research findings that show dopamine brain regions and projections are involved in healthy loss aversion (Canessa et al., 2013; Sokol-Hessner et al., 2013; Tom et al., 2007) and involved in depressive loss aversion (Pammi et al., 2015), with the involvement of the dopamine system particularly discussed by Tom et al. (2007) and Pammi et al. (2015) in modulating rewarding and aversive stimuli. Genetic research also provides evidence for dopamine function in loss aversion (Voigt et al., 2015). However, the involvement of the norepinephrine system may also help explain our results, given the implications of this neurotransmitter system in loss aversion including in salience processing (Takahashi et al., 2013) and given our own findings that anxiety has a relatively high correlation with loss aversion (although not as highly correlated as PANSS Positive). Trémeau et al. (2008) already posited aberrant salience as a possible cause for diminished loss aversion in schizophrenia. Abnormal salience in response to gains and losses provides a plausible explanation for lack of loss aversion in schizophrenia, since aberrant valuations given to rewarding and aversive stimuli would lead to disruptions in the weighting given to gains and losses, necessary for loss aversion. Abnormal loss aversion has already been found in depression involving dopaminergic areas (Pammi et al., 2015); given that aberrant salience is implicated in depression (Soskin et al., 2013), disrupted loss aversion may very well be relevant to other mental disorders implicated with aberrant salience, such as substance addictions (Redish 2004) and also schizophrenia. Further research would elucidate this, particularly neuroimaging studies examining neural substrates. Specifically, functional MRI can be used to measure phasic (short timescale) dopamine responses, to model abnormalities in prediction error signals and salience (Berridge and Robinson 1998; Corlett et al., 2016; Kumar et al.,
2007; McClure et al., 2003; Montague et al., 1996; Murray et al., 2008; Pessiglione et al., 2006; Schultz 1998), and thus to investigate the role of these factors in the neural basis for loss aversion. Based on previously mentioned research, we would expect such functional abnormalities in schizophrenia particularly within the dopaminergic-rich brain areas and their projection regions.
4. Experimental Procedure

4.1 Recruitment

The study was approved by the local Research Ethics Committee and written informed consent obtained from all participants. Twenty patients with schizophrenia and sixteen healthy controls matched for age and sex were recruited from both inpatient and outpatients settings at Royal Cornhill Hospital, Aberdeen. The inclusion criteria were: aged 18–65; diagnosis of paranoid schizophrenia confirmed by two clinicians, according to DSM-IV (American Psychiatric Association 2000), for patients; no history of mental illness for healthy controls. The exclusion criteria were: serious medical condition; organic brain disorder; learning disability; current IQ < 70; history of alcohol or substance misuse in the last six months; past substance or alcohol dependence; other major mental illness; history of head injury; lack of capacity to consent; poor understanding of the game paradigm.

4.2 Clinical Interview

The following clinical rating scales were administered and used to quantify symptoms and other clinical factors, and to identify potential confounding factors: Positive And Negative Symptom Scale (PANSS) (Kay et al., 1987); Beck Depression Inventory (BDI) – II (Beck et al., 1996); Hamilton Rating Scale for Depression (Hamilton 1960); Snaith-Hamilton Pleasure Scale (Snaith et al., 1995); State-Trait Anxiety Inventory (STAI) (Spielberger et al., 1970); Propensity to Trust Survey (PTS) (Evans and Revelle 2008); Wechsler Abbreviated Scale of Intelligence (WASI), two-subtest form, for current IQ (Wechsler 1999); National Adult Reading Test (NART) for ‘pre-morbid’ IQ (Nelson and Willison 1991); Hayling and Brixton tests for executive function (Burgess and Shallice 1997); and Levenson’s Self-Report Psychopathy Scale (Levenson et al., 1995). The following information was also obtained: age; sex; income; employment status; antipsychotic dose converted to chlorpromazine-equivalent dose in accordance with published conversion values for
different antipsychotics (Gardner et al., 2010); time since diagnosis; and time spent as an inpatient. This demographic and clinical information is summarized in Table 1.

4.3 Game Paradigm

Participants played 100 rounds of the Iterated Prisoners’ Dilemma, 50 in each of the *Gain* and *Loss* frames. The computer player followed pre-programmed strategies. In each block of 50 rounds, the computer opponent played 25 using a “neutral” strategy, against which neither *Cooperate* nor *Betray* would significantly outperform the other for the participant. In the other 25 rounds of each block, the computer used a “seesaw” strategy, against which *Betray* would significantly out-perform *Cooperate* for the participant – see Supplementary Material (Methods and Materials, Strategies and Figures S1, S2). Counterbalancing was used to control for order and learning effects. Cumulative scores and payoffs for the computer player were not displayed, to minimize the performance of the computer player as a point of reference. For further details, see Supplementary Material (Methods and Materials, Game Paradigm).

Consistent with standard experimental-economics methodology, participants were alerted before playing to the fact that the other player was a computer (although not informed of the specific computer strategies used); and we used real monetary incentives. Participants received a variable payment that was proportional to their final scores, so that total earnings ranged between 5-15 GBP. Performance-based payments have long been considered important (Siegel and Goldstein 1959): these encourage serious decision-making, and reduce the likelihood of increased variance in the data (Camerer and Hogarth 1999) and hypothetical bias (Cummings et al., 1997).

4.4 Analyses

All statistical testing was performed using Stata 12.1 (StataCorp). Results were considered statistically significant at ≤ 0.05. Continuous data were assessed for normality using Q-Q plots and the Skewness-Kurtosis normality test (Stata default settings) (D’Agostino et al., 1990; Royston 1991).
If data departed significantly from normal distribution, then non-parametric tests were used, otherwise parametric. Alternative to the Wilcoxon–Mann–Whitney test, the Fligner-Policello Robust Rank Order test was used due to evidence of preferability (Fligner and Policello II 1981; Feltovich 2003). To analyze cooperative choices over time, a random-effects probit regression was employed, for ‘longitudinal/panel’ data involving ‘binary outcomes’ (Stata default settings).

Loss aversion as a concept is one-sided by definition, and thus for statistical testing of loss aversion, one-tailed testing was performed. Otherwise, two-tailed testing was used. Between and within groups analyses were conducted to test the hypotheses. Further analyses were done for possible confounders, with best model fit assessed using the Akaike Information Criterion (AIC) (Akaike 1974).
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Figure legends

**Figure 1:** Two versions of the Iterated Prisoners’ Dilemma.

**Figure 2:** Aggregate frequency of *Cooperate* choices, all rounds, pooled opponent strategies. Error bars are mean + one standard deviation. The $p$-values are from Wilcoxon signed-ranks tests for paired samples (one-sided rejection regions).

**Figure 3:** Loss aversion (*Cooperate* frequency in *Gain* frame – *Loss* frame, all rounds, pooled opponent strategies). Error bars are mean + one standard deviation. The $p$-value is from a robust rank-order test (two-sided rejection region).

**Figure 4:** Scatter-plot of loss aversion and PANSS Total score in patient group, with ordinary least squares regression results.
<table>
<thead>
<tr>
<th>Decision-maker</th>
<th>Cooperate</th>
<th>Betray</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gain frame</td>
<td>6, 6</td>
<td>2, 8</td>
</tr>
<tr>
<td></td>
<td>8, 2</td>
<td>4, 4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decision-maker</th>
<th>Cooperate</th>
<th>Betray</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss frame</td>
<td>1, 1</td>
<td>-3, 3</td>
</tr>
<tr>
<td></td>
<td>3, -3</td>
<td>-1, -1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Computer</th>
<th>Cooperate</th>
<th>Betray</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cooperate</td>
<td>6, 6</td>
<td>2, 8</td>
</tr>
<tr>
<td>Betray</td>
<td>8, 2</td>
<td>4, 4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Computer</th>
<th>Cooperate</th>
<th>Betray</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cooperate</td>
<td>1, 1</td>
<td>-3, 3</td>
</tr>
<tr>
<td>Betray</td>
<td>3, -3</td>
<td>-1, -1</td>
</tr>
</tbody>
</table>
Controls, Gain frame vs. Loss frame, $p = 0.01$

Patients, Gain frame vs. Loss frame, $p = 0.35$
Loss aversion (Cooperate rates in Gain frame – Loss frame)

Between groups
\( (p = 0.04) \)
Patient group only

Loss aversion = 0.650 - 0.007 * PANSS Total
(R² = 0.32; p = 0.01)
Table 1: Demographics and clinical details

<table>
<thead>
<tr>
<th></th>
<th>Patients (n = 20)</th>
<th>Controls (n = 16)</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean age / years</td>
<td>44.0 (SD 12.3)</td>
<td>42.9 (SD 10.5)</td>
<td>p = 0.77 (STT)</td>
</tr>
<tr>
<td>Sex</td>
<td>19 males (95%)</td>
<td>15 males (94%)</td>
<td>p = 0.87 (TP)</td>
</tr>
<tr>
<td>Employed</td>
<td>n = 0</td>
<td>n = 16</td>
<td>p &lt; 0.0001 (TP)</td>
</tr>
<tr>
<td>Median monthly income after</td>
<td>525.00 (IQR 320.00)</td>
<td>1827.50 (IQR 500.00)</td>
<td>p &lt; 0.0001 (RROT)</td>
</tr>
<tr>
<td>tax in GBP</td>
<td>(chlorpromazine-equivalent)</td>
<td>(SD 0)</td>
<td>***</td>
</tr>
<tr>
<td>Mean antipsychotic dose</td>
<td>600.1 (SD 412.6)</td>
<td>0 (SD 0)</td>
<td>p &lt; 0.0001 (RROT)</td>
</tr>
<tr>
<td>Median length of time since</td>
<td>19.3 (IQR 23.6)</td>
<td>0 (IQR 0)</td>
<td>p &lt; 0.0001 (RROT)</td>
</tr>
<tr>
<td>diagnosis (years)</td>
<td>(IQR 10.0)</td>
<td>(IQR 0)</td>
<td>***</td>
</tr>
<tr>
<td>Median total length of</td>
<td>6.4</td>
<td>0</td>
<td>p &lt; 0.0001 (RROT)</td>
</tr>
<tr>
<td>inpatient stays (months)</td>
<td>(IQR 4)</td>
<td>(IQR 1)</td>
<td>***</td>
</tr>
<tr>
<td>Mean NART IQ</td>
<td>110.2 (SD 9.0)</td>
<td>115.1 (SD 8.5)</td>
<td>p = 0.10 (STT)</td>
</tr>
<tr>
<td>Mean WASI IQ</td>
<td>93.1 (SD 18.5)</td>
<td>113.3 (SD 9.1)</td>
<td>p = 0.0002 (STT)</td>
</tr>
<tr>
<td>Median Hayling score</td>
<td>4 (IQR 4)</td>
<td>5 (IQR 1)</td>
<td>p = 0.01 (RROT)</td>
</tr>
<tr>
<td>Median Brixton score</td>
<td>3.5 (IQR 5)</td>
<td>6 (IQR 1)</td>
<td>p = 0.04 (RROT)</td>
</tr>
<tr>
<td>Median Positive PANSS score</td>
<td>22.5 (IQR 6.5)</td>
<td>7 (IQR 0.5)</td>
<td>p &lt; 0.0001 (RROT)</td>
</tr>
<tr>
<td>Median Negative PANSS score</td>
<td>25.5 (IQR 6)</td>
<td>8 (IQR 3)</td>
<td>p &lt; 0.0001 (RROT)</td>
</tr>
<tr>
<td>Median General PANSS score</td>
<td>44.5 (IQR 7.5)</td>
<td>18.5 (IQR 4.5)</td>
<td>p &lt; 0.0001 (RROT)</td>
</tr>
<tr>
<td>Median Total PANSS score</td>
<td>93 (IQR 16.5)</td>
<td>34.5 (IQR 7)</td>
<td>p &lt; 0.0001 (RROT)</td>
</tr>
<tr>
<td>Mean BDI (depression) score</td>
<td>13.5 (SD 9.1)</td>
<td>1.4 (SD 1.9)</td>
<td>p &lt; 0.0001 (STT)</td>
</tr>
<tr>
<td>Mean Hamilton (depression)</td>
<td>7.9 (SD 5.6)</td>
<td>0.3 (SD 0.5)</td>
<td>p &lt; 0.0001 (STT)</td>
</tr>
<tr>
<td>Median STAI (anxiety) score</td>
<td>42 (IQR 19)</td>
<td>23.5 (IQR 6)</td>
<td>p &lt; 0.0001 (RROT)</td>
</tr>
<tr>
<td>Mean Snaith-Hamilton Pleasure Scale score</td>
<td>1.5 (IQR 2.5)</td>
<td>0 (IQR 1)</td>
<td>p = 0.26 (RROT)</td>
</tr>
<tr>
<td>Mean Levenson’s Psychopathy score</td>
<td>20.1 (SD 10.7)</td>
<td>5.8 (SD 6.2)</td>
<td>p &lt; 0.0001 (STT)</td>
</tr>
<tr>
<td>Median Propensity to Trust Survey score</td>
<td>34.5 (IQR 15.5)</td>
<td>55 (IQR 10)</td>
<td>p &lt; 0.0001 (RROT)</td>
</tr>
<tr>
<td>Mean game score (cumulative payoffs)</td>
<td>272.0 (SD 51.6)</td>
<td>272.9 (SD 43.6)</td>
<td>p = 0.95</td>
</tr>
</tbody>
</table>

Note: means, standard deviations and Student’s t-tests are presented for data with normal distributions; otherwise medians, interquartile ranges and non-parametric tests are presented.
Table 2: Probit marginal effects, standard errors (SEs) and \( p \) values.

*, **, *** indicate significance at \( \leq 0.10 \), \( \leq 0.05 \) and \( \leq 0.01 \) levels; \( p \) values are from \( \chi^2 \) tests.

<table>
<thead>
<tr>
<th>Dependent variable: cooperate choice</th>
<th>Model 1</th>
<th>Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group effect</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Binary variable: Patient Baseline: Control (Patient=0)]</td>
<td>-0.016 (SE 0.094)</td>
<td>0.078 (SE 0.210)</td>
</tr>
<tr>
<td>( p = 0.87 )</td>
<td>( p = 0.71 )</td>
<td></td>
</tr>
<tr>
<td><strong>Loss (Aversion) effect</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Binary variable: Gain frame Baseline: Loss frame (Gain = 0)]</td>
<td>0.047 (SE 0.017)</td>
<td>0.043 (SE 0.018)</td>
</tr>
<tr>
<td>( p = 0.003 *** )</td>
<td>( p = 0.007 *** )</td>
<td></td>
</tr>
<tr>
<td><strong>Loss (Aversion) effect</strong> ...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>... Controls (Patient = 0)</td>
<td>0.099 (SE 0.026)</td>
<td>-0.086 (SE 0.063)</td>
</tr>
<tr>
<td>( p = 0.0001 *** )</td>
<td>( p = 0.91 )</td>
<td></td>
</tr>
<tr>
<td>... Patients (Patient = 1)</td>
<td>0.006 (SE 0.023)</td>
<td>0.154 (SE 0.044)</td>
</tr>
<tr>
<td>( p = 0.39 )</td>
<td>( p = 0.0002 *** )</td>
<td></td>
</tr>
<tr>
<td><strong>Significance of difference</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Strategy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Binary variable: Neutral strategy Baseline: Seesaw strategy (Neutral = 0)]</td>
<td>0.011 (SE 0.017)</td>
<td>0.012 (SE 0.017)</td>
</tr>
<tr>
<td>( p = 0.52 )</td>
<td>( p = 0.49 )</td>
<td></td>
</tr>
<tr>
<td><strong>Round Number</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Continuous variable: Round Number]</td>
<td>-0.005 (SE 0.001)</td>
<td>-0.005 (SE 0.001)</td>
</tr>
<tr>
<td>( p = 6 \times 10^{-6} *** )</td>
<td>( p = 1 \times 10^{-5} *** )</td>
<td></td>
</tr>
<tr>
<td><strong>PANSS Total</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Continuous variable: PANSS Total]</td>
<td>-0.004 (SE 0.004)</td>
<td>-0.004 (SE 0.004)</td>
</tr>
<tr>
<td>( p = 0.38 )</td>
<td>( p = 0.38 )</td>
<td></td>
</tr>
<tr>
<td><strong>WASI-estimated IQ</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Continuous variable: WASI-estimated IQ]</td>
<td>-0.005 (SE 0.003)</td>
<td>-0.005 (SE 0.003)</td>
</tr>
<tr>
<td>( p = 0.12 )</td>
<td>( p = 0.12 )</td>
<td></td>
</tr>
<tr>
<td><strong>Observations</strong></td>
<td>3600</td>
<td>3600</td>
</tr>
<tr>
<td><strong>Log likelihood (AIC)</strong></td>
<td>-2030.8 (4095.6)</td>
<td>-2008.4 (4082.8)</td>
</tr>
</tbody>
</table>

Note: The marginal effect for an independent variable indicates the change in probability (-1.0 to 1.0) of a cooperative choice through a 1-unit increase in that variable, while keeping all other independent variables fixed – and specifically for a binary variable this means switching from 0 (baseline) to 1 in the binary variable to indicate the change in probability.

The Loss Aversion effects – the marginal effects comparing the Gain frame to the Loss frame (baseline) – are displayed for Patients and Controls to test for Loss Aversion differences between these two groups (both Models 1 and 2), and also displayed for the 25th and 75th percentiles for PANSS Total to test for Loss Aversion differences between these two points on the PANSS scale (Model 2 only). With PANSS Total and IQ as covariates (Model 2), the Loss Aversion effects for Controls versus Patients become less important in interpretation, indeed reversed in direction, showing that patients don’t have reduced loss aversion because they are called ‘patients’, but rather related to the severity of their illness captured in the model by the PANSS Total score. This reversal of Loss Aversion effects for Controls versus Patients does not arise from including IQ, since this reversal continues even after removing IQ completely from Model 2 (see Supplementary Material, Table S1).
Table 3: Probit models for clinical variables for forward stepwise regression
Loss aversion marginal effects (average marginal effects unless noted) and standard errors
Models all include the following variables: clinical variable (except Model 1), loss (aversion), group, strategy and rounds. Here, only marginal effects for loss (aversion) are presented in relation to clinical variables and potential confounders. Marginal effects for remaining model variables are comprehensively presented for these Models in the Supplementary Material (Table S3).

*: **, *** indicate significance at ≤ 0.10, ≤ 0.05 and ≤ 0.01 levels; p-values are from χ² tests.

<table>
<thead>
<tr>
<th>Model No.</th>
<th>[Clinical Variable]</th>
<th>Log likelihood (AIC)</th>
<th>Marginal effects (with Standard Errors, SEs) and p-values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Loss (Aversion) effect [Gain]</td>
</tr>
<tr>
<td></td>
<td>At 25th percentile [Clinical Variable]</td>
<td>At 75th percentile [Clinical Variable]</td>
<td>Difference between 25th &amp; 75th percentiles</td>
</tr>
<tr>
<td>Model 1</td>
<td>[No clinical variable]</td>
<td>-2030.8 (4095.6)</td>
<td>No clinical variable</td>
</tr>
<tr>
<td>Model 2</td>
<td></td>
<td></td>
<td>Not presented here, as not part of the stepwise regression, rather presented in Table 24.</td>
</tr>
<tr>
<td>Model 3</td>
<td>[Age]</td>
<td>-2021.8 (4093.7)</td>
<td>0.020 (SE 0.020) p = 0.16</td>
</tr>
<tr>
<td>Model 4</td>
<td>[Income]</td>
<td>-2028.3 (4106.5)</td>
<td>0.072 (SE 0.026) p = 0.03 ***</td>
</tr>
<tr>
<td>Model 5</td>
<td>[Antipsychotic (AP) dose]</td>
<td>-2026.5 (4103.1)</td>
<td>-0.002 (SE 0.028) p = 0.53</td>
</tr>
<tr>
<td>Model 6</td>
<td>[WASI IQ]</td>
<td>-2016.8 (4083.6)</td>
<td>0.005 (SE 0.020) p = 0.41</td>
</tr>
<tr>
<td>Model 7</td>
<td>[NART IQ]</td>
<td>-2019.2 (4088.3)</td>
<td>0.007 (SE 0.021) p = 0.36</td>
</tr>
<tr>
<td>Model 8</td>
<td>[Hayling]</td>
<td>-2026.1 (4102.1)</td>
<td>0.046 (SE 0.021) p = 0.01 ***</td>
</tr>
<tr>
<td>Model 9</td>
<td>[Brixton]</td>
<td>-2026.4 (4102.8)</td>
<td>0.048 (SE 0.028) p = 0.04 **</td>
</tr>
<tr>
<td>Model 10</td>
<td>[PANSS Positive]</td>
<td>-2017.3 (4084.5)</td>
<td>0.240 (SE 0.046) p &lt; 0.0001 ***</td>
</tr>
<tr>
<td>Model 11</td>
<td>[PANSS Negative]</td>
<td>-2022.4 (4094.8)</td>
<td>0.149 (SE 0.049) p = 0.001 ***</td>
</tr>
<tr>
<td>Model 12</td>
<td>[PANSS General]</td>
<td>-2017.6 (4085.1)</td>
<td>0.195 (SE 0.049) p = 0.0001 ***</td>
</tr>
<tr>
<td>Model 13</td>
<td>[PANSS Total]</td>
<td>-2015.9 (4081.8)</td>
<td>0.243 (SE 0.052) p &lt; 0.0001 ***</td>
</tr>
<tr>
<td>Model 14</td>
<td>[BDI]</td>
<td>-2024.9 (4099.8)</td>
<td>0.119 (SE 0.029) p &lt; 0.0001 ***</td>
</tr>
<tr>
<td>Model 15</td>
<td>[Hamilton]</td>
<td>-2022.9 (4095.9)</td>
<td>0.111 (SE 0.027) p &lt; 0.0001 ***</td>
</tr>
<tr>
<td>Model 16</td>
<td>[STAI] (anxiety)</td>
<td>-2023.0 (4096.0)</td>
<td>0.123 (SE 0.028) p &lt; 0.0001 ***</td>
</tr>
<tr>
<td>Model 17</td>
<td>[Snaith-Hamilton Pleasure Scale]</td>
<td>-2026.9 (4103.8)</td>
<td>0.069 (SE 0.023) p = 0.001 ***</td>
</tr>
<tr>
<td>Model 18</td>
<td>[Levensohn's Psychopathy scale]</td>
<td>-2025.5 (4101.0)</td>
<td>0.040 (SE 0.023) p = 0.04 **</td>
</tr>
<tr>
<td>Model 19</td>
<td>[Propensity To Trust (PTS) scale]</td>
<td>-2028.4 (4106.7)</td>
<td>0.053 (SE 0.021) p = 0.006 ***</td>
</tr>
<tr>
<td>Model 20</td>
<td>[Length of time since diagnosis, years]</td>
<td>-2027.7 (4105.5)</td>
<td>0.049 (SE 0.022) p = 0.01 ***</td>
</tr>
<tr>
<td>Model 21</td>
<td>[Total length of inpatient stays, months]</td>
<td>-2026.9 (4103.8)</td>
<td>0.047 (SE 0.018) p = 0.005 ***</td>
</tr>
<tr>
<td>Model 22</td>
<td>[Sex]</td>
<td>-2030.1 (4110.2)</td>
<td>-0.021 (SE 0.067) p = 0.62</td>
</tr>
</tbody>
</table>
Supplementary Material

Experimental Procedure

Game paradigm

Each participant played 100 rounds of the Repeated Prisoners’ Dilemma involving simultaneous choices from the human participant and a computer player. Each round was 18 seconds long and divided into two stages: the 9-second choice stage and the 9-second feedback stage (see Screenshots below). At the start of the 9-second choice stage, there was a 5-second timer counting down, during which the participant was asked to make a choice to cooperate or betray, pressing the left mouse button to cooperate and the right mouse button to betray. Once the mouse was pressed, the choice was presented on the screen with appropriate graphics for the remainder of the 9-second choice stage. If the 5-second timer counted down to zero without a button press, the participant was advised that they had not made a choice due to being too slow. Once the 9-second choice stage finished, the 9-second feedback stage then started, during which information was presented with appropriate graphics about the choices made by both players and the resultant pay-offs. With both the choice stage and the feedback stage complete, the game continued into the next round. The current round and the human player’s accumulated score were presented on the screen throughout the game. The computer player’s pay-offs and score were not presented on the screen at any point during the game. It was made clear to participants before the game that they would be playing a computer player.

Participants played the Repeated Prisoners’ Dilemma in two blocks of 50 rounds (2 x 15 minutes), one block consisting of the ‘Gain frame’ of the paradigm and the other block consisting of the ‘Loss frame’. In each block, the computer played 25 rounds of one pre-programmed strategy, the “neutral” strategy, and 25 rounds of another pre-programmed strategy, the “seesaw” strategy.

Computer strategies

The “neutral” strategy and the “seesaw” strategy were both pre-programmed computer strategies. The “neutral” strategy was named such because of its neutral nature, whereby whether the human participant cooperated or betrayed their resultant score was largely unaffected – cooperation did not have a significant advantage over betraying and vice versa (Figure S1). The “seesaw” strategy was
named such because of its seesawing nature, in that the computer player would tend to play in the opposite manner to the human participant, tending to betray if the human participant cooperated and vice versa (Figure S2). Specifically, the “neutral” strategy mimicked the human player’s previous-round response in 40 of the 50 rounds and made the opposite choice in the other 10 rounds (‘Tit for Tat’ with 20 percent switches). The “seesaw” strategy made the opposite choice to the human player’s previous-round response in 40 of the 50 rounds and mimicked the human player in the other 10 (‘Reverse Tit for Tat’ with 20 percent switches). The switches occurred in pre-determined rounds (via a randomizing algorithm) for all participants: rounds 3, 5, 11, 15, 19, 31, 37, 44, 46 and 48 of the ‘Gain frame’; and 4, 6, 9, 13, 16, 30, 31, 37, 44 and 47 of the ‘Loss frame’. The switches were added to reduce the computer’s predictability, in order to avoid possible IQ-linked effects from participants working out the computer strategy.

Counterbalancing

A counterbalancing procedure was followed, involving four permutations, due to there being two versions of the paradigm (the ‘Gain frame’ and ‘Loss frame’) and two pre-programmed computer strategies repeated in both versions of paradigm (the “neutral” strategy and the “seesaw” strategy). This counterbalancing was used to control for practice effects and learning that could occur as an individual progressed through the two blocks of 50 rounds. Individual participants were recruited into one of the four permutations (Figure S3), distributing equal numbers of participants into each permutation for each group. Therefore, for the 20 patients participating in the study, there were 5 patients in each permutation, and for the 16 healthy controls, there were 4 controls in each permutation.

Monetary incentives, instructions and other aspects

Participants were informed that if they completed the entire 100 rounds, they would be given money dependent on how well they did in the task, as is conventional in neuroeconomics experiments. Their total raw score was multiplied by 4 to give the number of pence (0.01 GBP) they were to receive. Participants received between £5 and £15 based on this calculation, with £5 being considered the minimum amount given for participation.

Participants were not provided information about the specifics of the computer strategies, but were informed about the mechanics of the game paradigm using a standard set of written instructions. To
ensure understanding, participants were also allowed to play a 5-round practice session of the paradigm, involving a completely random computer strategy.

The Repeated Prisoners’ Dilemma game paradigm described was programmed on ‘Presentation’ software (© 2011 Neurobehavioral Systems, Inc., Albany, California, US).

**Behavioural outcome measures**

The following behavioural outcome measures were used:

1. cooperative choice in a particular round (binary outcomes);
2. cooperation frequency over a block of rounds – e.g. all rounds of the ‘Gain frame’ or ‘Loss frame’ (continuous outcomes);
3. score (continuous outcomes).

Raw scores under the ‘Gain frame’ and ‘Loss frame’ were made comparable using a conversion calculation:

\[
\text{Converted Score} = \frac{(\text{Raw Score} - \text{Minimum Score})}{(\text{Maximum Score} - \text{Minimum Score})} \times 100\% = \text{Performance}
\]

The minimum score was taken to be the lowest possible score achievable under that frame (lowest pay-off × number of rounds), and the maximum score was taken to be the highest possible score achievable under that frame (highest pay-off × number of rounds). The above equation meant that the lowest possible converted score would be zero and the highest possible converted score would be 1.0 (or 100%). The converted score was therefore a comparative measure of performance in the task. The term *performance* is used to denote the converted score.

**Note about hypotheses**

Along with our hypotheses about loss aversion, we had originally hypothesised that patients with schizophrenia recruited via monetary incentives might show reduced overall levels of cooperative behaviour reflective of illness-related paranoia. However, due to restrictions placed by the Research Ethics Committee about only mentioning monetary incentives after consent is given, leading to likely exacerbations in selection bias, we later made no predictions about the direction of altered
cooperative behaviour, whether reduced or increased in patients compared to controls, when looking at the paradigm as a whole and without differentiating between the Gain and Loss frames.

**Results**

**Figure S1: Performance versus Cooperation Rate for the “neutral” strategy**

![Graph showing performance versus cooperation rate for the “neutral” strategy.](image1)

**Figure S2: Performance versus Cooperation Rate for the “seesaw” strategy**

![Graph showing performance versus cooperation rate for the “seesaw” strategy.](image2)
Table S1: Probit marginal effects, standard errors (SEs) and p values.
* *, **, *** indicate significance at ≤ 0.10, ≤ 0.05 and ≤ 0.01 levels; p values are from χ² tests.

<table>
<thead>
<tr>
<th>Dependent variable: cooperate choice</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group effect</strong></td>
<td>0.052 (SE 0.221)</td>
</tr>
<tr>
<td>[Binary variable: Patient Baseline: Control (Patient=0)]</td>
<td></td>
</tr>
<tr>
<td><strong>Loss (Aversion) effect</strong></td>
<td>0.047 (SE 0.018)</td>
</tr>
<tr>
<td>[Binary variable: Gain frame Baseline: Loss frame (Gain = 0)]</td>
<td></td>
</tr>
<tr>
<td><strong>Loss (Aversion) effect …</strong></td>
<td></td>
</tr>
<tr>
<td>… Controls (Patient = 0)</td>
<td>-0.091 (SE 0.066)</td>
</tr>
<tr>
<td>p = 0.91</td>
<td></td>
</tr>
<tr>
<td>… Patients (Patient = 1)</td>
<td>0.157 (SE 0.045)</td>
</tr>
<tr>
<td>p = 0.0002 ***</td>
<td></td>
</tr>
<tr>
<td><strong>Significance of difference</strong></td>
<td></td>
</tr>
<tr>
<td>p = 0.006 ***</td>
<td></td>
</tr>
<tr>
<td><strong>Loss (Aversion) effect …</strong></td>
<td></td>
</tr>
<tr>
<td>… PANSS Total = 35 (25th percentile)</td>
<td>0.243 (SE 0.052)</td>
</tr>
<tr>
<td>p = 1 × 10⁻⁶ ***</td>
<td></td>
</tr>
<tr>
<td>… PANSS Total = 94.5 (75th percentile)</td>
<td>-0.127 (SE 0.058)</td>
</tr>
<tr>
<td>p = 0.99</td>
<td></td>
</tr>
<tr>
<td><strong>Significance of difference</strong></td>
<td></td>
</tr>
<tr>
<td>p &lt; 0.0001 ***</td>
<td></td>
</tr>
<tr>
<td><strong>Strategy</strong></td>
<td>0.012 (SE 0.017)</td>
</tr>
<tr>
<td>[Binary variable: Neutral strategy Baseline: Seesaw strategy (Neutral = 0)]</td>
<td></td>
</tr>
<tr>
<td><strong>Round Number</strong></td>
<td>-0.005 (SE 0.001)</td>
</tr>
<tr>
<td>[Continuous variable: Round Number]</td>
<td>p = 5 × 10⁻⁶ ***</td>
</tr>
<tr>
<td><strong>PANSS Total</strong></td>
<td>-0.001 (SE 0.004)</td>
</tr>
<tr>
<td>[Continuous variable: PANSS Total]</td>
<td>p = 0.72</td>
</tr>
<tr>
<td><strong>Observations</strong></td>
<td>3600</td>
</tr>
<tr>
<td><strong>Log likelihood (AIC)</strong></td>
<td>-2015.9 (4081.8)</td>
</tr>
</tbody>
</table>

Table S2: Probit regression analysis for patients only
Probit marginal effects (average marginal effects unless noted) and standard errors
* *, **, *** indicate significance at ≤ 0.10, ≤ 0.05 and ≤ 0.01 levels; p-values are from χ² tests.

<table>
<thead>
<tr>
<th>Dependent variable: cooperate choice</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Loss (Aversion) effect</strong></td>
<td>0.0006 (SE 0.0244)</td>
</tr>
<tr>
<td>[Binary variable: Gain frame Baseline: Loss frame (Gain = 0)]</td>
<td></td>
</tr>
<tr>
<td><strong>Strategy</strong></td>
<td>0.056 (SE 0.023)</td>
</tr>
<tr>
<td>[Binary variable: Neutral strategy Baseline: Seesaw strategy (Neutral = 0)]</td>
<td></td>
</tr>
<tr>
<td><strong>Round Number</strong></td>
<td>-0.005 (SE 0.002)</td>
</tr>
<tr>
<td>[Continuous variable: Round Number]</td>
<td>p = 0.001 ***</td>
</tr>
<tr>
<td><strong>PANSS Total</strong></td>
<td>-0.002 (SE 0.005)</td>
</tr>
<tr>
<td>[Continuous variable: PANSS Total]</td>
<td>p = 0.64</td>
</tr>
<tr>
<td><strong>WASI-estimated IQ</strong></td>
<td>-0.005 (SE 0.004)</td>
</tr>
<tr>
<td>[Continuous variable: WASI-estimated IQ]</td>
<td>p = 0.21</td>
</tr>
<tr>
<td><strong>Observations</strong></td>
<td>2000</td>
</tr>
<tr>
<td><strong>Log likelihood (AIC)</strong></td>
<td>-1084.8 (2219.6)</td>
</tr>
</tbody>
</table>
Table S3: Probit models for clinical variables for forward stepwise regression

Probit marginal effects (average marginal effects unless noted) and standard errors

Model 1, also presented in Table 1-2 in the main text, shows the first step without any clinical variable, while including the loss (aversion) effect, group effect, and effects from strategies and over rounds. Model 2, from Table 1-2 in the main text, is not presented here, as it does not form part of the stepwise regression. Models 3 to 22 show the second step adding individual clinical variables to model 1, including a comparison of loss aversion within the clinical variable. For all models, the log likelihood and Akaike Information Criterion (AIC) are shown to allow comparisons of model fit.

*, **, *** indicate significance at ≤ 0.10, ≤ 0.05 and ≤ 0.01 levels; p-values are from χ² tests.

<table>
<thead>
<tr>
<th>Model No. [Clinical Variable]</th>
<th>Log likelihood (AIC)</th>
<th>Marginal effects (with Standard Errors, SEs) and p-values</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>At 25th percentile [Clinical Variable]</td>
<td>At 75th percentile [Clinical Variable]</td>
</tr>
<tr>
<td>Model 1 [No clinical variable]</td>
<td>-2030.8 (4095.6)</td>
<td>0.047 (SE 0.017) p = 0.01 ***</td>
<td>-0.016 (SE 0.094) p = 0.87</td>
</tr>
<tr>
<td>Model 2</td>
<td>Not presented here, as not part of the stepwise regression, rather presented in Table 1-2 in the main text.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 3 [Age]</td>
<td>-2021.8 (4093.7)</td>
<td>-0.0006 (SE 0.0041) p = 0.89 ***</td>
<td>0.020 (SE 0.020) p = 0.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.047 (SE 0.018) p = 0.004 ***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.020 (SE 0.020) p = 0.16</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.084 (SE 0.022) p = 0.0001 ***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.014 (SE 0.094) p = 0.88</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.012 (SE 0.017) p = 0.50</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.005 (SE 0.001) p &lt; 0.0001 ***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difference between LA for 25th &amp; 75th percentiles [Age]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>p = 0.008 ***</td>
</tr>
<tr>
<td>Model 4 [Income]</td>
<td>-2028.3 (4106.5)</td>
<td>4×10⁻³ (SE 8×10⁻⁵) p = 0.62 ***</td>
<td>0.072 (SE 0.017) p = 0.003 ***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.047 (SE 0.017) p = 0.003 ***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.072 (SE 0.017) p = 0.003 ***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.020 (SE 0.026) p = 0.003 ***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.027 (SE 0.125) p = 0.83</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.011 (SE 0.017) p = 0.52</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.005 (SE 0.001) p &lt; 0.0001 ***</td>
<td></td>
</tr>
<tr>
<td>Difference between LA for 25th &amp; 75th percentiles [Income]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>p = 0.17</td>
</tr>
<tr>
<td>Model No.</td>
<td>Clinical Variable</td>
<td>Log likelihood (AIC)</td>
<td>Marginal effects (with Standard Errors, SEs) and p-values</td>
</tr>
<tr>
<td>----------</td>
<td>-------------------</td>
<td>----------------------</td>
<td>----------------------------------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Clinical Variable</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 5</td>
<td>Anti-psychotic (AP) dose</td>
<td>-2026.5 (4103.1)</td>
<td>-6×10⁻³ (SE 16×10⁻³)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Difference between LA for 25th &amp; 75th percentiles [AP dose]</td>
</tr>
<tr>
<td>Model 6</td>
<td>WASI IQ</td>
<td>-2016.8 (4083.6)</td>
<td>-0.004 (SE 0.003)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Difference between LA for 25th &amp; 75th percentiles [WASI]</td>
</tr>
<tr>
<td>Model 7</td>
<td>NART IQ</td>
<td>-2019.2 (4088.3)</td>
<td>0.0003 (SE 0.0054)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Difference between LA for 25th &amp; 75th percentiles [NART]</td>
</tr>
<tr>
<td>Model 8</td>
<td>Hayling</td>
<td>-2026.1 (4102.1)</td>
<td>0.019 (SE 0.027)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Difference between LA for 25th &amp; 75th percentiles [Hayling]</td>
</tr>
</tbody>
</table>

\[ p = 0.02 \] **

\[ p = 0.0001 \] ***

\[ p = 0.0006 \] ***

\[ p = 0.91 \]
<table>
<thead>
<tr>
<th>Model No. [Clinical Variable]</th>
<th>Log likelihood (AIC)</th>
<th>Marginal effects (with Standard Errors, SEs) and $p$-values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>At 25th percentile [Clinical Variable]</td>
</tr>
<tr>
<td>Model 9 [Brixton]</td>
<td>-2026.4 (4102.8)</td>
<td>-0.026 (SE 0.019) $p = 0.16$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difference between LA for 25th &amp; 75th percentiles [Brixton]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 10 [PANSS Positive]</td>
<td>-2017.3 (4084.5)</td>
<td>-0.006 (SE 0.013) $p = 0.63$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LA for 25th &amp; 75th percentiles [Positive]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 11 [PANSS Negative]</td>
<td>-2022.4 (4094.8)</td>
<td>-0.008 (SE 0.012) $p = 0.51$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difference between LA for 25th &amp; 75th percentiles [PANSS Negative]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 12 [PANSS General]</td>
<td>-2017.6 (4085.1)</td>
<td>0.0001 (SE 0.0085) $p = 0.99$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difference between LA for 25th &amp; 75th percentiles [PANSS General]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model No. [Clinical Variable]</td>
<td>Log likelihood (AIC)</td>
<td>Marginal effects (with Standard Errors, SEs) and p-values</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>---------------------</td>
<td>--------------------------------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>At 25th percentile [Clinical Variable]</td>
</tr>
<tr>
<td>Model 13 [PANSS Total]</td>
<td>-2015.9 (4081.8)</td>
<td>-0.001 (SE 0.004) [p = 0.72]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Difference between LA for 25th &amp; 75th percentiles [PANSS Total]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 14 [BDI]</td>
<td>-2024.9 (4099.8)</td>
<td>-0.002 (SE 0.007) [p = 0.78]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Difference between LA for 25th &amp; 75th percentiles [BDI]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 15 [Hamilton]</td>
<td>-2022.9 (4095.9)</td>
<td>-0.008 (SE 0.011) [p = 0.50]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Difference between LA for 25th &amp; 75th percentiles [Hamilton]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 16 [STAI] (anxiety)</td>
<td>-2023.0 (4096.0)</td>
<td>-0.003 (SE 0.005) [p = 0.58]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Difference between LA for 25th &amp; 75th percentiles [STAI]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------------------</td>
<td>----------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>Model 17 [Snaith-Hamilton Pleasure Scale]</td>
<td>-2026.9 (4103.8)</td>
<td>Loss (Aversion) effect [Gain]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 18 [Levenson's Psychopathy scale]</td>
<td>-2025.5 (4101.0)</td>
<td>Loss (Aversion) effect [Gain]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 19 [Propensity To Trust (PTS) scale]</td>
<td>-2028.4 (4106.7)</td>
<td>Loss (Aversion) effect [Gain]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 20 [Length of time since diagnosis, years]</td>
<td>-2027.7 (4105.5)</td>
<td>Loss (Aversion) effect [Gain]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model No. [Clinical Variable]</td>
<td>Log likelihood (AIC)</td>
<td>Marginal effects (with Standard Errors, SEs) and p-values</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>----------------------</td>
<td>-----------------------------------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>At 25th percentile [Clinical Variable]</td>
</tr>
<tr>
<td>Model 21 [Total length of inpatient stays, months]</td>
<td>-2026.9 (4103.8)</td>
<td>-0.007 (SE 0.0014) ( p = 0.58 ) ***</td>
</tr>
</tbody>
</table>

Difference between LA for 25th & 75th percentiles [length of inpatient stays] 
\[ p = 0.92 \]

<table>
<thead>
<tr>
<th>Model No. [Clinical Variable]</th>
<th>Log likelihood (AIC)</th>
<th>Marginal effects (with Standard Errors, SEs) and p-values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Female [Sex = 0]</td>
</tr>
<tr>
<td>Model 22 [Sex]</td>
<td>-2030.1 (4110.2)</td>
<td>0.067 (SE 0.191) ( p = 0.73 ) ***</td>
</tr>
</tbody>
</table>

Difference between LA for Female & Male 
\[ p = 0.29 \]
Table S4: Probit regression analysis for loss aversion with PANSS subscales

Probit marginal effects (average marginal effects unless noted) and standard errors

*, **, *** indicate significance at ≤ 0.10, ≤ 0.05 and ≤ 0.01 levels; p-values are from χ² tests.

<table>
<thead>
<tr>
<th>Dependent variable: cooperate choice</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group effect</strong></td>
<td>0.102 (SE 0.213)</td>
</tr>
<tr>
<td>[Binary variable: Patient Baseline: Control (Patient=0)]</td>
<td></td>
</tr>
<tr>
<td><strong>Loss (Aversion) effect</strong></td>
<td>0.046 (SE 0.017)</td>
</tr>
<tr>
<td>[Binary variable: Gain frame Baseline: Loss frame (Gain = 0)]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Loss (Aversion) effect …</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>… Controls</td>
<td>-0.079 (SE 0.069)</td>
</tr>
<tr>
<td>(Patient = 0)</td>
<td></td>
</tr>
<tr>
<td>… Patients</td>
<td>0.158 (SE 0.043)</td>
</tr>
<tr>
<td>(Patient = 1)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Significance of difference</th>
<th>p = 0.01 ***</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Loss (Aversion) effect …</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>… PANSS Positive = 7 (25th percentile)</td>
<td>0.202 (SE 0.076)</td>
</tr>
<tr>
<td>p = 0.004 ***</td>
<td></td>
</tr>
<tr>
<td>… PANSS Positive = 23.5 (75th percentile)</td>
<td>-0.064 (SE 0.060)</td>
</tr>
<tr>
<td>p = 0.86</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Significance of difference</th>
<th>p = 0.04 **</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Loss (Aversion) effect …</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>… PANSS Negative = 8.5 (25th percentile)</td>
<td>0.068 (SE 0.060)</td>
</tr>
<tr>
<td>p = 0.13</td>
<td></td>
</tr>
<tr>
<td>… PANSS Negative = 26 (75th percentile)</td>
<td>0.013 (SE 0.039)</td>
</tr>
<tr>
<td>p = 0.37</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Significance of difference</th>
<th>p = 0.55</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Loss (Aversion) effect …</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>… PANSS General = 19.5 (25th percentile)</td>
<td>0.063 (SE 0.039)</td>
</tr>
<tr>
<td>p = 0.05 **</td>
<td></td>
</tr>
<tr>
<td>… PANSS General = 45 (75th percentile)</td>
<td>0.017 (SE 0.057)</td>
</tr>
<tr>
<td>p = 0.38</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Significance of difference</th>
<th>p = 0.61</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Strategy</th>
<th>0.010 (SE 0.017)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Binary variable: Neutral strategy Baseline: Seesaw strategy (Neutral = 0)]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Round Number</th>
<th>-0.005 (SE 0.001)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Continuous variable: Round Number]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PANSS Positive</th>
<th>-0.018 (SE 0.019)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Continuous variable: PANSS Positive]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PANSS Negative</th>
<th>0.015 (SE 0.015)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Continuous variable: PANSS Negative]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PANSS General</th>
<th>0.016 (SE 0.015)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Continuous variable: PANSS General]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Observations</th>
<th>3600</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Log likelihood (AIC)</th>
<th>-2009.8 (4101.6)</th>
</tr>
</thead>
</table>
Table S5: Probit analyses for loss aversion involving antipsychotic dose
Probit marginal effects (average marginal effects unless noted) and standard errors
*, **, *** indicate significance at $\leq 0.10$, $\leq 0.05$ and $\leq 0.01$ levels; $p$-values are from $\chi^2$ tests.

<table>
<thead>
<tr>
<th>Dependent variable: cooperate choice</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group effect</strong></td>
<td>0.068</td>
</tr>
<tr>
<td>[Binary variable: Patient Baseline: Control (Patient=0)]</td>
<td>(SE 0.225) $p = 0.76$</td>
</tr>
<tr>
<td><strong>Loss (Aversion) effect</strong></td>
<td>0.044</td>
</tr>
<tr>
<td>[Binary variable: Gain frame Baseline: Loss frame (Gain = 0)]</td>
<td>(SE 0.018) $p = 0.007$ ***</td>
</tr>
<tr>
<td><strong>Loss (Aversion) effect ...</strong></td>
<td></td>
</tr>
<tr>
<td>... Controls (Patient = 0)</td>
<td>-0.054</td>
</tr>
<tr>
<td>(Patient = 0)</td>
<td>(SE 0.059) $p = 0.82$</td>
</tr>
<tr>
<td>... Patients (Patient = 1)</td>
<td>0.122</td>
</tr>
<tr>
<td>(Patient = 1)</td>
<td>(SE 0.047) $p = 0.004$ ***</td>
</tr>
<tr>
<td><strong>Significance of difference</strong></td>
<td>$p = 0.06$ *</td>
</tr>
<tr>
<td><strong>Loss (Aversion) effect ...</strong></td>
<td></td>
</tr>
<tr>
<td>... PANSS Total = 35 (25th percentile)</td>
<td>0.199</td>
</tr>
<tr>
<td>(25th percentile)</td>
<td>(SE 0.054) $p = 0.0001$ ***</td>
</tr>
<tr>
<td>... PANSS Total = 94.5 (75th percentile)</td>
<td>-0.073</td>
</tr>
<tr>
<td>(75th percentile)</td>
<td>(SE 0.054) $p = 0.91$</td>
</tr>
<tr>
<td><strong>Significance of difference</strong></td>
<td>$p = 0.006$ ***</td>
</tr>
<tr>
<td><strong>Strategy</strong></td>
<td>0.012</td>
</tr>
<tr>
<td>[Binary variable: Neutral strategy Baseline: Seesaw strategy (Neutral = 0)]</td>
<td>(SE 0.017) $p = 0.47$</td>
</tr>
<tr>
<td><strong>Round Number</strong></td>
<td>-0.005</td>
</tr>
<tr>
<td>[Continuous variable: Round Number]</td>
<td>(SE 0.001) $p = 8 \times 10^{-6}$ ***</td>
</tr>
<tr>
<td><strong>PANSS Total</strong></td>
<td>-0.004</td>
</tr>
<tr>
<td>[Continuous variable: PANSS Total]</td>
<td>(SE 0.004) $p = 0.36$</td>
</tr>
<tr>
<td><strong>WASI-estimated IQ</strong></td>
<td>-0.005</td>
</tr>
<tr>
<td>[Continuous variable: WASI-estimated IQ]</td>
<td>(SE 0.003) $p = 0.12$</td>
</tr>
<tr>
<td><strong>Antipsychotic dose</strong></td>
<td>0.00003</td>
</tr>
<tr>
<td>[Continuous variable: Antipsychotic dose]</td>
<td>(SE 0.00016) $p = 0.84$</td>
</tr>
<tr>
<td><strong>Observations</strong></td>
<td>3600</td>
</tr>
<tr>
<td><strong>Log likelihood (AIC)</strong></td>
<td>-2004.9  (4091.8)</td>
</tr>
</tbody>
</table>
Game theoretical mathematical model

Here we demonstrate mathematically that choice behavior in the two frames should diverge as the decision maker’s degree of loss aversion increases, with more Betray choices under the Loss frame relative to the Gain frame. This provides us with a simple measure of loss aversion: the within-participant difference between the fraction of Cooperate choices in the Gain frame and the corresponding fraction in the Loss frame, with larger values associated with greater loss aversion.

An individual playing this game has utility given by $u_i(x_i, y_i) = v_i(x_i, y_i) + \psi_i(x_i, y_i)$, where $x_i$ is her own action choice (either C=cooperate or B=betray) and $y_i \in \{C, B\}$ is her opponent’s choice. The utility function’s two components are $v_i(x_i, y_i)$, the value she gets from her monetary payoff ($\pi_i(x_i, y_i)$) from an outcome of $(x_i, y_i)$, and $\psi_i(x_i, y_i)$, the psychological benefit she gets from that outcome. We assume that her value from the monetary payoff is linear in that payoff except possibly for loss aversion:

$$v_i(x_i, y_i) = \begin{cases} 
\pi_i(x_i, y_i) & \pi_i(x_i, y_i) \geq 0 \\
-\beta_i |\pi_i(x_i, y_i)| & \pi_i(x_i, y_i) < 0 
\end{cases}$$

where $\beta_i \geq 1$ is her loss-aversion parameter (i.e., the factor by which losses are felt relative to equal-sized gains, so that $\beta_i = 1$ means no loss aversion). We make no specific assumptions about the form of $\psi_i(\cdot)$, other than that it depends only on the outcome:

$$\psi_i(x_i, y_i) = \begin{cases} 
\psi_{CCI}(x_i, y_i) &= (C, C) \\
\psi_{CBI}(x_i, y_i) &= (C, B) \\
\psi_{BCI}(x_i, y_i) &= (B, C) \\
\psi_{BBI}(x_i, y_i) &= (B, B) 
\end{cases}$$

The specific values of $\psi_{CCI}$, $\psi_{CBI}$, $\psi_{BCI}$ and $\psi_{BBI}$ could all be zero (for a player only motivated by monetary considerations), or some or all could be non-zero (conditional cooperation, altruism, reciprocity, efficiency seeking, competitiveness, inequity aversion).

Let $\Delta \psi_{Ci} = \psi_{CCI} - \psi_{BCI}$ and $\Delta \psi_{Bi} = \psi_{CBI} - \psi_{BBI}$; these are the gains in psychological benefit from choosing C instead of B, given that the opponent is choosing C and B respectively. Finally, suppose the individual believes that her opponent will choose C with probability $q \in (0,1)$ and B with probability 1-q.
Then, in the Loss game, her expected utility from choosing C is given by
\[ u_i(C) = q[1 + \psi_{CC}] + (1 - q)[-3\beta_i + \psi_{CB}] \]
while choosing B yields
\[ u_i(B) = q[3 + \psi_{BC}] + (1 - q)[-\beta_i + \psi_{BB}] \].
Then, if we define \( \Delta u_i = u_i(C) - u_i(B) \), she prefers choosing C if \( \Delta u_i > 0 \); that is, if
\[ q \cdot \Delta \psi_{CC} + (1 - q) \cdot \Delta \psi_{CB} - 2[q + (1 - q)\beta_i] > 0 \],
or equivalently
\[ \beta_i < \frac{q \cdot \Delta \psi_{CC} + (1 - q) \cdot \Delta \psi_{CB} - 2q}{2(1 - q)} \equiv \beta_i^* \].
Similarly, she prefers choosing B if \( \beta_i > \beta_i^* \) and is indifferent between B and C if \( \beta_i = \beta_i^* \). Thus, if
\[ q \cdot \Delta \psi_{C} + (1 - q) \cdot \Delta \psi_{B} > 2 \],
the individual would choose C if she were not loss averse (i.e., \( \beta_i = 1 \)) and for values of \( \beta_i \) sufficiently close to 1, but beyond a threshold value of \( \beta_i \), she would switch from C to B.

Since behaviour in the Gain game (for any \( \beta_j \)) is identical to that in the Loss game with \( \beta_i = 1 \), the above implies that individuals with sufficiently strong loss aversion will choose C less often in the Loss game than in the Gain game, while those with weak or no loss aversion will not behave differently in the two games.
**Choice Stage**

<table>
<thead>
<tr>
<th>Round 1</th>
<th>Your total score: 0 points</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5-second timer

Please make your choice

Cooperative (L) or Betray (R)

Time remaining: 5

<table>
<thead>
<tr>
<th>Cooperative choice made</th>
<th>Betray choice made</th>
<th>No choice made</th>
</tr>
</thead>
<tbody>
<tr>
<td>Round 1: Your total score: 0 points</td>
<td>Round 1: Your total score: 0 points</td>
<td>Round 1: Your total score: 0 points</td>
</tr>
<tr>
<td>✓ Cooperative (L) or Betray (R)</td>
<td>✓ Cooperative (L) or Betray (R)</td>
<td>Cooperative (L) or Betray (R)</td>
</tr>
<tr>
<td>Choice made</td>
<td>Choice made</td>
<td>Too slow – no choice made</td>
</tr>
</tbody>
</table>

**Feedback stage for ‘Gain frame’**

**Computer player –**

**Cooperate**

Round 1: Your total score: 0 points

✓ You cooperated and Player 2 cooperated

You gain 6 points

**Betray**

Round 1: Your total score: 0 points

✓ You cooperated and Player 2 betrayed

You gain 2 points

**Human player –**

**Cooperate**

Round 1: Your total score: 0 points

✓ You cooperated and Player 2 cooperated

You gain 6 points

**Betray**

Round 1: Your total score: 0 points

✓ You betrayed and Player 2 cooperated

You gain 8 points

**No choice**

Round 1: Your total score: 0 points

You gain only 5 points because you made no choice
**Feedback stage for ‘Loss frame’**

**Computer player –**

<table>
<thead>
<tr>
<th>Cooperate</th>
<th>Betray</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Round 1</strong>&lt;br&gt;Your total score: 0 points = 1&lt;br&gt;✔ You cooperated and Player 2 cooperated ✔</td>
<td><strong>Round 1</strong>&lt;br&gt;Your total score: 0 points = 3&lt;br&gt;✔ You cooperated and Player 2 betrayed ✔</td>
</tr>
<tr>
<td>You gain 1 point</td>
<td>You lose 3 points</td>
</tr>
</tbody>
</table>

**Human player –**

<table>
<thead>
<tr>
<th>Cooperate</th>
<th>Betray</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Round 1</strong>&lt;br&gt;Your total score: 0 points = 3&lt;br&gt;✔ You betrayed and Player 2 cooperated ✔</td>
<td><strong>Round 1</strong>&lt;br&gt;Your total score: 0 points = 4&lt;br&gt;✖ You betrayed and Player 2 betrayed ✖</td>
</tr>
<tr>
<td>You gain 3 points</td>
<td>You lose 1 point</td>
</tr>
</tbody>
</table>

| | No choice |
| | **Round 1**<br>Your total score: 0 points = 2<br> | You lose 2 points <br>because you made no choice |