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ABSTRACT

Until recently, much effort has been devoted to the estimation of panel data regression models without adequate attention being paid to the drivers of diffusion and interaction across cross section and spatial units. We discuss some new methodologies in this emerging area and demonstrate their use in measurement and inferences on cross section and spatial interactions. Specifically, we highlight the important distinction between spatial dependence driven by unobserved common factors and those based on a spatial weights matrix. We argue that, purely factor driven models of spatial dependence may be somewhat inadequate because of their connection with the exchangeability assumption. Limitations and potential enhancements of the existing methods are discussed, and several directions for new research are highlighted.
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1 Introduction\textsuperscript{1}

Spatial or cross-section dependence is a common feature of most economic applications involving either a cross-section of economic agents or a macro-economic panel of data. Increasing availability of data on spatial panels provides an opportunity to understand and model such cross-section and spatial dependence. Two distinct econometric approaches have been proposed in the literature. The first approach, originally developed in the regional science and geography literatures, but with increasing economic applications, is based on a spatial weights matrix, where the elements of this matrix represent the direction and strength of spillovers between each pair of units. The second approach, adopts a multifactor method where it is assumed that cross section dependence can be captured by a finite number of unobserved common factors that affect all units (regions, economic agents, etc.). This paper provides a contribution as to which of these two approaches is more convenient and useful in applied studies.\textsuperscript{2} In particular, we argue that spatial weights matrices with relatively unrestricted interactions are more appropriate in applications where spatial dependence is structural, in the sense that the observation units are not ‘exchangeable’.\textsuperscript{3} In other words, spatial dependence is driven, at least partially, by the location of the units in some observed (or even, notional or abstract) space. Furthermore, we discuss several new econometric methods for inference on spatial dependence in the above setting, and illustrate their relative merits based on an application to cross-member interactions within a committee.

\textsuperscript{1}The paper has benefited from comments by Jushan Bai, Badi Baltagi, Vasco Carvalho, George Evans, Bernie Fingleton, Fritz Schuren and Jeffrey Wooldridge, as well as participants at the International Panel Data Conference (Bonn, 2009), NTTS Conference (European Commission, Brussels, 2009) and seminars at Durham University and University of St Andrews. The usual disclaimer applies.

\textsuperscript{2}In an invited session in honour of Cheng Hsiao at the recently concluded 15\textsuperscript{th} International Panel Data Conference (Bonn, 2009), Badi H Baltagi provided an extensive review of the current literature on "Spatial Panels". Two important questions were actively debated in the general discussions following the talk. First, how useful is explicit modeling of spatial dependence using spatial weights matrices? Second, do multifactor approaches provide more versatility in such modeling, and are there substantial advantages of interpretability attached to spatial weights matrices? The current paper touches on both these questions.

\textsuperscript{3}The notion of exchangeability was first introduced by de Finetti (1937). See also Hewitt and Savage(1955) and Gulliksen (1968).
The idea behind a spatial weights matrix approach is that there are spillover effects across economic agents because of spatial or other forms of local cross section dependence. Such a matrix, $W$, is square $(n \times n)$ with zero diagonal elements, and where the off-diagonal elements $w_{ij}$ represent the spillover from unit $j$ to unit $i$ ($i, j = 1, \ldots, n$). Panel data regression models with such spatially correlated error structures have been estimated using maximum likelihood techniques (Anselin, 1988; Baltagi et al., 2006; Kapoor et al., 2007), or generalized method of moments (Kelejian and Prucha, 1999; Conley, 1999; Fingleton, 2007). Kelejian and Prucha (2007) also extend the GMM methodology to nonparametric estimation of a heteroscedasticity and autocorrelation consistent cross section covariance matrix, for applications where an instrumental variable procedure has been used to estimate the regression coefficients.

At the same time as spatial weights characterise cross section dependence in useful ways, their measurement has a significant effect on the estimation of a spatial dependence model (Anselin, 2002; Fingleton, 2003). Measurement is typically based on an underlying notion of distance between cross section units. These differ widely across applications, depending not only on the specific economic context but also on availability of data. Spatial contiguity (resting upon implicit assumptions about contagious processes) using a binary representation is a frequent choice. Further, in many applications, there are multiple possible choices and substantial uncertainty regarding the appropriate choice of distance measure. However, while the existing literature contains an implicit acknowledgment of these problems, most empirical studies treat spatial dependence in a superficial manner assuming inflexible diffusion processes in terms of known, fixed and arbitrary spatial weights matrices (Giacomini and Granger, 2004). The problem of choosing spatial weights becomes a key issue in many economic applications; apart from geographic distances, notions of economic distance (Conley, 1999; Pesaran et al., 2004, Holly et al., 2006), socio-cultural distance (Conley and Topa, 2002; Bhattacharjee and Jensen-Butler, 2005), and transportation costs and time (Gibbons and Machin, 2005; Bhattacharjee and Jensen-Butler, 2005) have been highlighted in the literature. The uncertainty regarding the choice of metric space and location, closely related to the measurement of spatial weights, have been addressed in the literature (Conley and Topa, 2002, 2003; Conley and Molinari, 2007). Related issues regarding endogeneity of locations have also been addressed (Pinkse et al., 2002; Kelejian and Prucha, 2004; Pesaran and Tosetti, 2007).
On the other end, spatial panel regression models under multifactor error structures have been addressed by maximum likelihood (Bai, 2009), principal component analysis (Coakley et al., 2006), or the common correlated effects approach (Pesaran, 2006). Factor models are potentially powerful in that they do not require strong and unverifiable a priori assumptions on the nature of spatial dependence. However, there are two potential limitations. First, a factor representation is equivalent to exchangeability of the observation units, which is not a reasonable assumption in many applications. For example, in many spatial applications, the location of the units in space plays a key role in modelling and interpretation, and these units cannot therefore be assumed to be exchangeable. In this paper, we use the term structural spatial dependence to describe situations where a factor representation does not provide an adequate description of spatial dependence, or in other words, the observation units are not exchangeable. Second, even when an approximate factor representation can be obtained, it is often the case that the identified factors cannot be related in any satisfactory way to interpretable individual features or time effects. Thus, economic interpretation of factor models is often a considerable challenge.

The above two characterisations of cross section dependence, namely spatial weights and common factors, are not mutually exclusive. As discussed above, factor models typically only provide a partial expansion for cross section dependence, and therefore it is often observed that residuals from estimated factor models display substantial cross section correlation (Holly et al., 2006). Furthermore, Pesaran and Tosetti (2007) consider a panel data model where both sources of cross section dependence exist and show that, under certain restrictions on the nature of dependence, the common correlated effects approach (Pesaran, 2006) still works.

While the above literature addressed cross section dependence in various ways, it has focused mainly on estimation of the regression coefficients in the underlying model, treating the cross section dependence as a nuisance parameter. Estimation and inferences on the magnitude and strength of spillovers and interactions has been largely ignored. However, there are many instances in which inferences about the nature of the interaction is of independent interest. For example, understanding empirically the precise form of spillovers and diffusion between observational units is an important objective of the studies on economic growth and convergence in a cross-country panel setting. Likewise, studying cross-member interactions in a committee or network setting is a crucial counterpart to the development of theories of economic
networks; see, for example, Dutta and Jackson (2003) and Goyal (2007). The empirical contribution of this paper will be based on an application of the second kind.

By contrast to the above literature, we take a nonparametric view on the nature and strength of spatial diffusion and cross section interaction. We focus explicitly on several new methods for estimating spatial weights (or interactions) that are consistent with an observed pattern of spatial (or cross sectional) dependence. Once these interactions have been estimated they can be subjected to interpretation in order to identify the true nature of spatial dependence, representing a significant departure from the usual practice of assuming \emph{a priori} the nature of spatial interactions. The methods are illustrated with an application to monetary policy making within the Bank of England’s monetary policy committee (MPC).

The paper is organised as follows. In Section 2, we describe our model and the econometric methods we adopt. First, we follow Bhattacharjee and Jensen-Butler (2005) and describe estimation of the spatial weights matrix in a spatial error model. We emphasize that estimation of spatial weights consistent with an estimated pattern of spatial autocorrelations is a partially identified problem, and therefore structural constraints are required for precise estimation; symmetry of the spatial weights matrix constitutes such a valid set of identifying restrictions. Second, based on Bhattacharjee and Holly (2008a), we consider estimation and inference on interactions under moment restrictions which exploit, explicitly, the spatio-temporal nature of panel data on economic agents. Third, we extend the above methods to allow for spatial effects that may be partly driven by unobserved common factors. Following this (Section 4), we develop an application to decision making within the MPC, where members are allowed to have unrestricted interactions. Our empirical analysis illustrates each of the above methods and further, provides interesting inferences for spatial dynamics within a committee setting. Finally, Section 5 concludes, highlighting strengths and weaknesses of the methods we have used, as well as suggesting possible areas of new research.

## 2 Model and methodologies

The spatial weights matrix is one of the most convenient ways to summarise spatial relationships in the data. With conventional geographical data, the
spatial weights matrix reflects the intensity of the geo-spatial relationship between observations in a neighbourhood, for example, contiguity, the distances between neighbours, the lengths of shared border, or whether they fall into a specified directional class such as north/ south. Standard spatial autocorrelation statistics compare the spatial weights to the covariance relationship at pairs of locations. Spatial autocorrelation that is more positive than expected from random assignment indicate the clustering of similar values across geo-space, while significant negative spatial autocorrelation indicates that neighboring values are more dissimilar than expected by chance.

Since spatial weights are usually defined by conventional measures of geographic (or economic) distances between observation units, or various measures of contiguity, a spatial weights matrix is typically a exogenous (and known) square matrix with zero diagonal elements and positive symmetric elements away from the diagonal. Given a spatial weights matrix $W$, dynamic spatial regression models are constructed in ways analogous to standard time series analysis, with the spatial lag of a vector $y$ of observations for all units defined as the vector $Wy$. Once such a regression model has been set up, inferences can be drawn using a variety of methods, including maximum likelihood and GMM; see, for example, Anselin (1999) and Anselin et al. (2003) for further discussion.

However, as discussed earlier, there is in most real applications considerable uncertainty regarding measurement of these distances. Worse still, inferences drawn using mis-measured spatial weights are typically biased (Anselin, 2002; Fingleton, 2003) and further, inferences from mis-specified spatial models are also inadequate (Baltagi et al., 2007). Thus, while conventional spatial econometric methods have treated the spatial weights as known, estimation of the spatial weights matrix is emerging as an important and active area of research (Dubin, 2009).

2.1 Spatial error model with unrestricted structural dependence

Studies in spatial econometrics typically distinguish between two kinds of spatial effects in regression models for cross-sectional and panel data – spatial interaction (spatial autocorrelation) and spatial structure (spatial heterogeneity). While the study of spatial structure is similar to the traditional treatment of coefficient heterogeneity in econometrics, spatial interaction is
usually modeled through a spatial weights matrix. Given a particular choice
of the spatial weights matrix, there are two important and distinct ways
in which spatial interaction is modelled in spatial regression analysis – the
spatial error model and the spatial lag model.

We consider the spatial error model with spatial autoregressive errors,
where the vector response variable \( \left( y_i \right) \) is explained by the effects of explanatory
variables \( \left( X \right) \) and spatial spillover of errors from other units.\(^4\) The
model and its reduced form are described as follows:

\[
\begin{align*}
y_i &= X_i\beta + u_i, \quad t = 1, \ldots, T, \quad (1) \\
u_i &= W\underline{u}_i + \varepsilon_i, \quad (2) \\
\implies y_i &= X_i\beta + (I - W)^{-1}\varepsilon_i,
\end{align*}
\]

where there are \( T \) time periods \( (t = 1, \ldots, T) \) and \( n \) units \( (i = 1, \ldots, n) \). \( y_i \) is
the \( n \times 1 \) vector of the response variable in period \( t \), \( W \) is an unknown spatial
weights matrix of dimension \( n \times n \), and \( \varepsilon_i \) is the \( n \times 1 \) vector of independent
but possibly heteroscedastic spatial errors.

We first make the following four assumptions.

**Assumption 1:** We assume that the spatial errors, \( \varepsilon_i \), are iid (independent
and identically distributed) across time. However, we allow for heteroscedasticity across regions, so that
\( \mathbb{E}(\varepsilon_i\varepsilon_i') = \Sigma = \text{diag}(\sigma_1^2, \sigma_2^2, \ldots, \sigma_n^2) \), and \( \sigma_i^2 > 0 \)
for all \( i = 1, \ldots, n \).

The uncorrelatedness of the spatial errors across the units is crucial. **Assumption 1** ensures that all spatial autocorrelation in the model is solely
due to spatial diffusion described by the spatial weights matrix.

**Assumption 2:** The spatial weights matrix \( W \) is unknown and possibly
asymmetric. \( W \) has zero diagonal elements and there are no restrictions on
the off-diagonal elements (i.e., they could be either positive or negative).

For the moment, we retain the flexibility of a possibly asymmetric spatial
weights matrix. Our most significant point of departure from the literature
is in the assumption of an unknown spatial weights matrix, which we intend
to conduct inferences on. We do not impose a non-negativity constraint on
the off-diagonal elements of \( W \).

**Assumption 3:** \( (I - W) \) is non-singular, where \( I \) is the identity matrix.
This is a standard assumption in the literature, and required for identification
in the reduced form.

\(^4\)By contrast, the spatial lag model includes the spatial lag of the response variable,
\( W\underline{y}_i \), as an additional regressor.
Under Assumption 3, we have:

$$\mathbb{E}(u'u') = (I - W)^{-1} \Sigma (I - W)^{-1'}.$$  

2.2 Exchangeability and the multifactor model

As emphasized above, we will focus on the situation where spatial dependence is structural. In other words, we do not make an assumption that the multifactor model holds. Here, we argue that such an assumption may be strong and unsatisfactory when the objective is to infer on the strength of spatial interactions. In particular, we discuss the link between the multifactor representation and exchangeability and emphasize that exchangeability of the spatial units is not a particularly useful assumption in our setting.

Definition: An exchangeable sequence of random variables is a finite or infinite sequence $X_1, X_2, X_3, \ldots$ of random variables such that for any finite permutation $\sigma$ of the indices $1, 2, 3, \ldots$, that is, any permutation $\sigma$ that leaves all but finitely many indices fixed, the joint probability distribution of the permuted sequence $X_{\sigma(1)}, X_{\sigma(2)}, X_{\sigma(3)}, \ldots$ is the same as the joint probability distribution of the original sequence.

Originally proposed by de Finetti (1937), the idea of exchangeability was further developed by Hewitt and Savage (1955). Exchangeability is somewhat similar to, but a weaker notion of IID-ness. The idea that measurements for the same attribute should be exchangeable, and therefore a link between exchangeability and an underlying single factor model, dates back to Gulliksen (1968). However, the exact nature of this link has been unclear, and is a topic of considerable current research interest.

Kelderman (2004) shows that the Gaussian single factor model is exchangeable. His setting considers multiple exchangeable ratings providing different measurements on the same attribute, this attribute being the latent factor. In our spatial setting, this corresponds to the question as to whether elements of $\tilde{\varepsilon}_r$ are exchangeable, or in other words, whether their specific spatial identity does not matter. If the units are exchangeable, and they are Gaussian, the results of Kelderman (2004) imply that a single factor model would provide adequate representation for spatial dependence.

Forni et al. (2004) provide a characterization for the more general dynamic factor model. Their work emphasizes a crucial assumption (Assumption (R), Forni et al. (2004), p.239), whose general intuition and treatment
is yet to be fully understood. However, in the spatial setting where the cross-sectional dimension is 'not well-ordered', the assumption implies 'some kind of "cross-sectional exchangeability"' (Forni et al., 2004, p.240). In other words, a major case in which the generalised factor model provides consistent inferences is one where the spatial, or cross-section, units are exchangeable.

Andrews (2005) develops inference for cross-section regression with common shocks. Although not specific to the panel setting, the work demonstrates some important implications for the multifactor model. Specifically, regression provides valid inferences under sampling schemes where, conditional on a $\sigma$-field generated by the common shocks (or factors), the observations are exchangeable (Assumption 1, Andrews (2005), p. 1555). He also argues that this setting and assumptions are very general. Importantly for our current problem, he also discusses extensions to heterogenous factor structures and to the panel regression model with fixed $T$.

The above literature points to the general idea that exchangeability is closely linked with the multifactor model. However, our inference problem here concerns cross-section interactions rather than estimation of the underlying regression model itself. Hence, even though the exchangeability assumption may be reasonably meaningful in the regression setting, it is not particularly useful in our setting. Specifically, if we assume some form of exchangeability for the spatial units, each individual observation unit loses its specific identity, and therefore the question of inference of interactions becomes meaningless. This is in addition to the fact that, in finite $n$ situations, exchangeability may itself be a tenuous assumption. Hence, we do not make the exchangeability assumption, and retain the flexibility that the structural dependence model offers.

### 2.3 Estimation under structural constraints

Under the structural dependence assumption, Bhattacharjee and Jensen-Butler (2005) consider estimation of a spatial weights matrix in the spatial error model with spatial autoregressive errors (1, 2). They consider a setting where a given set of cross section units have fixed but unrestricted interactions; these interactions are inherently structural in that the units are not exchangeable, and the interactions are therefore related to an underlying structural economic model. In addition to Assumptions 1-3 above, they make the following assumption.
**Assumption 4:** For the spatial error model (1, 2), the population spatial autocovariance matrix, \( \mathbb{E}(u'u') \), is unknown and positive definite with probability one, but otherwise has a completely unrestricted structure. Further, there exists a consistent estimator, \( \hat{\Gamma} \), of the population spatial autocovariance matrix \( \mathbb{E}(u'u') \).

Thus, Bhattacharjee and Jensen-Butler (2005) take an estimation method for the underlying regression model as given. Based on residuals from these estimates, a consistent estimator for the spatial autocovariance matrix is first obtained. This estimator \( \hat{\Gamma} \) is then used to estimate the unknown spatial weights matrix. They show that without any structural constraints on the spatial weights matrix, the estimation problem is only partially identified, up to an orthogonal transformation of interactions. Specifically, under Assumptions 1-4, the matrix

\[
V = (I - W)' \cdot \text{diag} \left( \frac{1}{\sigma_1}, \frac{1}{\sigma_2}, \ldots, \frac{1}{\sigma_K} \right)
\]

is consistently estimated, up to an orthogonal transformation, by \( \hat{\Gamma}^{-1/2} = \hat{E} \hat{\Lambda}^{-1/2} \hat{E}' \), where \( \hat{E} \) and \( \hat{\Lambda} \) contain the eigenvectors and eigenvalues respectively of the estimated spatial autocovariance matrix \( \hat{\Gamma} \). In other words, \( \hat{\Gamma}^{-1/2} \) is a consistent estimator of \( VT \) for some unknown square orthogonal matrix \( T \).

Since \( T \) is an arbitrary orthogonal matrix, it has \( n(n - 1)/2 \) free elements. Hence, the spatial weights matrix \( W \) can be precisely estimated only under additional structural constraints. Symmetry of the spatial weights matrix constitutes one set of valid identifying restrictions. Note that, the assumption of a symmetric spatial weights matrix is natural in many applications, and spatial econometric studies routinely assume symmetric spatial weights based on geographic or economic distances. Of course, depending of the application, one can postulate other sets of structural constraints. We will use such an alternative set of constraints in our application later in the paper.

---

5Other than the condition that \( I - W \) is nonsingular.

6Here, \( A^{1/2} \) denotes the symmetric square root of a positive definite matrix \( A \), and \( A^{-1/2} \) denotes its inverse. In other words, \( A^{-1/2} \) has the same eigenvectors as \( A \), but with the eigenvalues replaced by the reciprocal of the square root of the corresponding eigenvalues of \( A \).
Under the above structural assumptions, Bhattacharjee and Jensen-Butler (2005) describe inference methods and an algorithm for estimation of the unknown spatial weights matrix. Estimation requires application of the “gradient projection” algorithm (Jenrich, 2001) which optimises any objective function over the group of orthogonal transformations of a given matrix. Convergence is fast and the algorithm is easily programmable.\footnote{An implementation of the algorithm in Matlab is available from the authors on request.}

However, the above method has two important limitations. First, the identifying restrictions of symmetry (or other alternate structural assumptions) may be too strong in some applications. Second, and more importantly, these structural constraints are not generally testable. Further, standard errors in the above method have to be estimated by a bootstrap procedure which can be computation intensive.

### 2.4 GMM based inferences on endogenous interactions

In the same setting as above, Bhattacharjee and Holly (2008a) developed an alternative GMM based methodology for estimating spatial or interaction weights matrices which are unrestricted except for the validity of the included instruments and other moment conditions. This method assumes a nonempty set of other cross section units, correlated with the units under consideration, but which may change over time, expand or even vanish. Specifically, motivated by the system GMM approach (Arellano and Bond, 1991; Blundell and Bond (1998), they use these additional cross section (or spatial) units to constitute instruments, in addition to temporal lags normally available as instruments in a panel data setting. Bhattacharjee and Holly (2008a) also extend their methodology to a model with interval censored responses.

Like Bhattacharjee and Jensen-Butler (2005), the methodology in Bhattacharjee and Holly (2008a) relies on an estimator for the underlying regression model

\[
y_t = X_t\beta + u_t.
\]

Residuals, \(\tilde{u}_{it}\), from this estimated model are first obtained. Then, for a given cross section unit \(i\), the following regression model in latent errors follows

\[
\tilde{u}_{it} = \tilde{u}_i(-i)w(i) + \varepsilon_{it},
\]
where $\tilde{u}_{(-i)}$ denotes the vector of residuals for the cross section units other than $i$, $w_{(i)}$ is the $i$-th row of $W$ transposed (ignoring the diagonal element, which is zero by assumption), and observations run over $t = 1, \ldots, T$. At each subsequent estimation step, they estimate $w_{(i)}$, an index row of $W$. The same procedure is repeated for each cross section unit in turn, and the whole $W$ matrix is therefore estimated.

The main issue with the estimation of the above model is the endogeneity of the regressors, $\tilde{u}_{(-i)t}$. In order to address this issue, Bhattacharjee and Holly (2008a) draw on the connection between the setting here and the standard dynamic panel data model. Here, we have (spatially) lagged endogenous variables as regressors, but the observations are not sampled at equi-spaced points on the time axis. Rather, the locations of our units lie in a multi-dimensional, and possibly abstract, space without any clear notion of ordering or spacing between observations. At the same time, one can often imagine that potential nonzero interaction weights imply that $u_{1t}, u_{2t}, \ldots, u_{nt}$ are regression errors from (1), at time $t$, on a collection of observation units who are not located very far away in space. In many applications, there may also be, potentially specific to the time period, additional units who are located further away (like those at higher lags in the dynamic panel data model), who are correlated with the above set of endogenous variables, but not with the idiosyncratic errors $\varepsilon_{1t}, \varepsilon_{2t}, \ldots, \varepsilon_{nt}$ from the interaction error equation (2).

In social networks agents who have weak ties with other agents may act as instruments for groups of agents that share strong ties (Granovetter, 1973, Goyal, 2007). In panel data on cross-sections of countries or regions, such a set may include other countries not included in the analysis either because of irregular availability of data or because they are outside the purview of the analysis. Similarly, in geography and regional studies, observations at a finer spatial scale may constitute such instruments.

**Assumption 5:** There is, specific to a particular time point $t$, a collection of instruments $\tilde{u}_i(t) = \left( u_{i1}^{(1)}, u_{i2}^{(2)}, \ldots, u_{ik}^{(k)} \right)$, with corresponding $\sum_{t=1}^{T} k_t$ moment conditions

$$E\left( \tilde{u}_i(t), \varepsilon_{it} \right) = 0 \quad i = 1, 2, \ldots, n; t = 1, 2, \ldots, T. \quad (4)$$

The validity of these potentially large number of instruments can be checked using, for example, the Sargan-Hansen $J$-test (Hansen, 1982). However, weak instruments may also potentially provide a problem here. Simi-
lar to Arellano and Bond (1991), and assuming a first order autoregressive structure in the errors of the interactions model, a further set of moment conditions are obtained.

**Assumption 6:** Assume a first order autoregressive model

\[ \varepsilon_{it} = \alpha \varepsilon_{i,t-1} + \varepsilon_{it} \quad i = 1, 2, \ldots, n; t = 2, 3, \ldots, T, \]

\[ E(\varepsilon_{it}\varepsilon_{is}) = 0 \quad t \neq s, \]

so that an additional \( n(T - 1)(T - 2)/2 \) linear moment conditions follow

\[ E(u^{(t-2)}_{it}\varepsilon_{it}) = 0 \quad t = 3, \ldots, T, \] (5)

where \( u^{(t-2)} = (u_1^{(t-2)}, u_2^{(t-2)}, \ldots, u_n^{(t-2)}) \) and \( u_i^{(t-2)} = (u_{i1}, u_{i2}, \ldots, u_{it-2}) \) for \( i = 1, 2, \ldots, n. \)

Estimation can now follow along standard lines. First, we estimate the underlying regression model (1) using an optimisation based method such as maximum likelihood, least squares or GMM, and collect residuals. Next, we estimate the interactions error model (2) using a two-step GMM estimator. The weights matrix is estimated using the outer product from moment conditions evaluated at an initial consistent estimator, which is the GMM estimator using the identity weighting matrix. The validity of this multi-step procedure follows from Newey (1984).

Bhattacharjee and Holly (2008a) also extend their methodology to the censored regression model. This is achieved by making a control function assumption.

**Assumption 7:** Assume the interval censored observation scheme

\[ \text{Observations} \quad : \quad ([u_{0it}, u_{1it}], \tilde{u}_{(-i)it}, z_{it}) \] (6)

\[ P(\tilde{u}_{it} \in [u_{0it}, u_{1it}]) = 1, \]

where \( z_{it} = (\pi_i^{(0)}, u^{(t-2)}) \) is a set of instruments. Further, the following conditions hold:

\[ \tilde{u}_{(-i)it} = z'b + \delta; E(z\delta) = 0; \]

\[ \varepsilon = \delta'\gamma + v; v \perp \varepsilon, \delta; v \sim N(0, \sigma_v^2). \] (7)

The interval inequalities \( P(\tilde{u}_{it} \in [u_{0it}, u_{1it}]) = 1 \) can be expressed as

\[ D_0 = 1 \left( -u_{0it} + \tilde{u}_{(-i)it}w_{(i)} + \delta'\gamma + v \geq 0 \right) \quad \text{and} \]

\[ D_1 = 1 \left( u_{1it} - \tilde{u}_{(-i)it}w_{(i)} - \delta'\gamma - v \geq 0 \right) \] (8)

(9)
Then, assuming exogenous censoring intervals, and using the control function approach (Blundell and Smith, 1986), the following moment conditions can be obtained:

\[
E \left[ z \left( \tilde{u}_{(-i)t} - z' \hat{b} \right) \right] = 0
\]

\[
E \left[ R_0 \left( D_0, u_{0it}, \tilde{u}_{(-i)t} \left( \tilde{u}_{(-i)t} - z' \hat{b} \right), w, \gamma, \sigma_v \right) \tilde{u}_{(-i)t} \right] = 0
\]

\[
E \left[ R_0 \left( D_0, u_{0it}, \tilde{u}_{(-i)t} \left( \tilde{u}_{(-i)t} - z' \hat{b} \right), w, \gamma, \sigma_v \right) \left( \tilde{u}_{(-i)t} - z' \hat{b} \right) \right] = 0 \quad (10)
\]

\[
E \left[ R_0 \left( D_0, u_{0it}, \tilde{u}_{(-i)t} \left( \tilde{u}_{(-i)t} - z' \hat{b} \right), w, \gamma, \sigma_v \right) u_{0it} \right] = 0
\]

\[
E \left[ R_1 \left( D_1, u_{1it}, \tilde{u}_{(-i)t} \left( \tilde{u}_{(-i)t} - z' \hat{b} \right), w, \gamma, \sigma_v \right) \tilde{u}_{(-i)t} \right] = 0
\]

\[
E \left[ R_1 \left( D_1, u_{1it}, \tilde{u}_{(-i)t} \left( \tilde{u}_{(-i)t} - z' \hat{b} \right), w, \gamma, \sigma_v \right) \left( \tilde{u}_{(-i)t} - z' \hat{b} \right) \right] = 0
\]

\[
E \left[ R_1 \left( D_1, u_{1it}, \tilde{u}_{(-i)t} \left( \tilde{u}_{(-i)t} - z' \hat{b} \right), w, \gamma, \sigma_v \right) u_{1it} \right] = 0,
\]

where

\[
R_0 \left( D_0, u_{0it}, \tilde{u}_{(-i)t}, \delta, w, \gamma, \sigma_v \right) = D_0 \frac{\phi \left[ \left( -u_{0it} + \tilde{u}_{(-i)t} w_{(i)} + \delta' \gamma \right) / \sigma_v \right]}{\Phi \left[ \left( -u_{0it} + \tilde{u}_{(-i)t} w_{(i)} + \delta' \gamma \right) / \sigma_v \right]}
\]

\[
+ (1 - D_0) \frac{-\phi \left[ \left( -u_{0it} + \tilde{u}_{(-i)t} w_{(i)} + \delta' \gamma \right) / \sigma_v \right]}{1 - \Phi \left[ \left( -u_{0it} + \tilde{u}_{(-i)t} w_{(i)} + \delta' \gamma \right) / \sigma_v \right]}, \quad \text{and}
\]

\[
R_1 \left( D_1, u_{1it}, \tilde{u}_{(-i)t}, \delta, w, \gamma, \sigma_v \right) = D_1 \frac{\phi \left[ \left( u_{1it} - \tilde{u}_{(-i)t} w_{(i)} - \delta' \gamma \right) / \sigma_v \right]}{\Phi \left[ \left( u_{1it} - \tilde{u}_{(-i)t} w_{(i)} - \delta' \gamma \right) / \sigma_v \right]}
\]

\[
+ (1 - D_1) \frac{-\phi \left[ \left( u_{1it} - \tilde{u}_{(-i)t} w_{(i)} - \delta' \gamma \right) / \sigma_v \right]}{1 - \Phi \left[ \left( u_{1it} - \tilde{u}_{(-i)t} w_{(i)} - \delta' \gamma \right) / \sigma_v \right]},
\]

and \( \phi \) and \( \Phi \) are the pdf and cdf of the standard normal distribution respectively. As before, GMM estimation can now proceed along standard lines.

In a simple way, the above methodology exploits the panel nature of the data as well as spatial interactions to obtain robust inferences in the
presence of potential endogeneity. This is particularly important in microeconomic and spatial contexts where the positions of economic agents or regions in geographical and quality space are determined strategically, and therefore endogenously, as a result of repeated cross section interactions; see also Pinkse et al. (2002) and Conley and Topa (2003).

The GMM based methods discussed above are potentially quite powerful. They also have the advantage that unverifiable assumptions on the structure of $W$ are not required. However, there may be a weak instruments model. It is an empirical question as to which sets of identifying assumptions, structural restrictions as in Bhattacharjee and Jensen-Butler (2005) or moment restrictions as in Bhattacharjee and Holly (2008a), is more appropriate in the context of any specific application.

### 2.5 Presence of unobserved common factors

The above two methodologies are based on the *structural spatial dependence* assumption that the spatial units under observation are not exchangeable. However, just as a pure factor model usually explains only a part of the spatial dependence, a pure structural dependence assumption can also be problematic. Such an assumption would imply that whatever structural drivers lead to spatial autocorrelation, whether geographic distance or something more abstract, it is uncorrelated with the regressors included in the model. These drivers shape a particular pattern of spatial interaction, which then affects the spatial diffusion of shocks, and which in turn we can identify and infer upon using the above methods. Clearly, this is a strong assumption.

Furthermore, some spatial interactions could be also driven by common factors, and there can be a combination of both structural drivers and unobserved factors.\(^8\) Pesaran and Tosetti (2007) consider a model where, in addition to spatial or network interactions described by a weights matrix, there are unobserved common factors; see also Holly et al. (2006). Their estimation is based on the common correlated effects approach (Pesaran, 2006) where, in addition to the usual regressors, linear combinations of unobserved factors are approximated by cross section averages of the dependent and explanatory variables. Defining notions of weak and strong cross section dependence, Pesaran and Tosetti (2007) show that the common correlated

\(^8\)While the literature on spatial econometrics has been silent on this crucial question, there is some discussion of related issues in the literature on regional growth and convergence; see, for example, Evans and Karras (1996).
effects method provides consistent estimates of the slope coefficient under both forms of dependence. Here, we are interested in inferences on spatial interactions under the model:

\[
\begin{align*}
    y_{it} &= \eta_i + \beta_i' x_{it} + \alpha_i(y) \overline{y}_t + \alpha_i(x) \overline{x}_t + u_{it}, \\
    u_t &= W u_t + \epsilon_t, \quad t = 1, 2, \ldots, T,
\end{align*}
\]  

(11)

where our original model (1) is simply augmented with cross section averages of \( y_{it} \) and \( x_{it} \) (\( \overline{y}_t \) and \( \overline{x}_t \) respectively).

While inference in Pesaran and Tosetti (2007) assumes certain structural constraints on the weights matrix, our network interactions are unrestricted except for the identifying assumption that the matrix (\( I - W \)) is nonsingular. Instead, we would achieve identification through the moment conditions given in (4) and (5). Under these moment conditions, GMM estimation is straightforward.

Also, as in the previous subsection, we can accommodate interval censored responses, assuming that censoring intervals are exogenous and then conducting GMM estimation under the moment conditions (10).

This combination of spatial weights estimation with the multifactor model is very powerful. It will allow us to decide on the relative importance of factor based and structural explanations of spatial dependence. Furthermore, it is now possible to additionally infer on both the drivers of the structural spatial effects as well as the endogenous network architectures.

3 Application: Interactions within the Bank of England’s MPC

We develop the methodological approach described above in the context of a particular form of interaction. In this case it is the decisions that a Committee makes on interest rates for the conduct of monetary policy.

3.1 A simple model of committee decision making within the MPC

Our model for the inflation process is structured as follows:

\[
\begin{align*}
    \pi_t &= \pi_{t-1} + \alpha y_{t-1} + \epsilon_t \\
    y_t &= \beta_1 y_{t-1} - \beta_2 (r_{t-1} - \pi_{t-1}) + \eta_t.
\end{align*}
\]  

(12)  

(13)
Here, $\pi_t$ is the inflation rate in period $t$, $y_t$ is the output gap (the difference between the log of output and the log of potential output), and $r_t$ the nominal interest rate. $\eta_t$, a supply shock and $\varepsilon_t$, a demand shock, are iid shocks in period $t$ not observable in period $t - 1$. The coefficients $\alpha$ and $\beta_2$ are positive; $\beta_1 (0 < \beta_1 < 1)$ measures the degree of persistence in the output gap. The output gap depends negatively on the real lagged interest rate. The change in inflation depends on the lagged output gap. The output gap is normalised to zero in the long run.

If the policymaker only targets inflation, the central bank can (in expectation) use the current interest rate to hit the target for inflation two periods hence. So the intertemporal problem can be written as a sequence of single period problems. In this case (Svensson, 1997):

$$L_t = \frac{1}{2} \left[ \pi_{t+2|t} - \pi^* \right]^2,$$  \hspace{1cm} (14)

where $\pi_{t+2|t}$ is the forecast of inflation at time period $t + 2$ based on information available in period $t$.

Then the rule for setting the interest rate by the monetary authority is:

$$r_t = \pi_{t|t} + \frac{1}{\alpha \beta_2} (\pi_{t+1|t} - \pi^*) + \frac{\beta_1}{\beta_2} y_{t|t}.$$  \hspace{1cm} (15)

Next, we model the decision making process within the MPC. A standard way of understanding how a committee comes to a decision is that each member reacts independently to a ‘signal’ coming from the economy and makes an appropriate decision in the light of this signal and the particular preferences/expertise of the member. A voting method then generates a decision that is implemented. In practice there is also cross committee dependence. Before a decision is made there is a shared discussion of the state of the world as seen by each of the members. In this section we model the possible interactions between members of a committee as one in which interaction occurs in the form of deliberation. Views are exchanged about the interpretation of signals and an individual member may decide to revise his view depending upon how much weight he places on his own and the views of others.

This process can be cast as a simple signal extraction problem within a highly stylised framework. Let the $j$-th MPC member formulate an (unbiased) estimate of, say, the output gap, $y^j_t$. We adopt this notation here since we wish to consider situations where $j = 1, \ldots, m$ members could be
a subset of a Committee of \( N \) members. Then the underlying model for the \( j \)-th member is:

\[
  y^j_t = \beta_j x^j_t + \omega^j_t \quad \text{with} \quad \omega^j_t \sim N(0, \sigma^2_{\omega^j}) \quad \text{and} \\
  E(y^j_t) = \beta_j x^j_t = y_t, \quad \text{for} \quad j = 1, \ldots, m.
\]  

(16)

The initial estimates of the output gap for each individual member are unbiased. Further, since \( \omega^j_t \) reflects private views not shared by other committee members, we would normally expect that \( E(\omega^j_t, \omega^k_t) = 0 \), for \( j \neq k \). However, in case there is strategic interaction between committee members \( j \) and \( k \), \( \omega^j_t \) and \( \omega^k_t \) can be correlated.

The internal process of deliberation between the members of the Committee reveals to everyone individual views of the output gap brought to the meeting.\(^9\) At the end of discussion and deliberation, an agreed estimate, \( y^b_t \), of the output gap is agreed upon. This common estimate \( (y^b_t) \) is a weighted average of the initial estimates for the \( m \) committee members, the weights reflecting their relative importance or seniority within the committee. Therefore

\[
y^b_t = y_t + \omega^b_t \quad \text{with} \quad \omega^b_t \sim N(0, \sigma^2_{\omega^b})
\]

(17)

is also unbiased for the unknown true output gap.

For the \( j \)-th member, the final estimate of \( y_t \) that minimises the forecast error variance and combines optimally the central bank estimate \( (y^b_t) \) and the private estimate \( (y^j_t) \) is given by:

\[
y_t^{dj} = y^b_t + \kappa^j(y^j_t - y^b_t),
\]

(18)

where \( \kappa^j \) is:

\[
\kappa^j = \frac{\sigma^2_{\omega^b}}{\sigma^2_{\omega^j} + \sigma^2_{\omega^b}}.
\]

(19)

Clearly the more confident the committee member is in her own judgement the smaller \( \sigma^2_{\omega^j} \), and the less weight is attached to the collective forecast.

\(^9\)Austin-Smith and Banks (1996) point out that we need each committee member to be open in revealing his estimate of the output gap and sincere in casting a vote for an interest rate decision that corresponds to the information available. Although we consider only the one period problem here, in a multi-period context we assume that reputational considerations are sufficiently powerful to ensure fair play.
This final estimate shows how members may differ about the size of the output gap. Committee members may also differ in their views on the effect of interest rates on inflation and output gap. This implies member-specific effects $\alpha_j\beta_{2j}$ and $\beta_{2j}$ respectively.

Then, the decision rule for the $j$-th member can be written as:

$$i_{jt} = \pi_{t|t} + \frac{1}{\alpha_j\beta_{2j}}(\pi_{t+1|t} - \pi^*) + \frac{\beta_1}{\beta_{2j}}y_{t|t} + \varsigma_{jt},$$

(20)

where $y_{t|t} = y_t^b$ is the average (forecast) of the current output gap, and

$$\varsigma_{jt} = \frac{\beta_1}{\beta_{2j}}\kappa^j(y_t^i - y_{t|t})$$

(21)

represents the effect of the deviation of the $j$-th member’s initial estimate of output gap from the common estimate.

There are two important features of the $\varsigma_{jt}$’s, which are crucial for our empirical analysis. First, $\varsigma_{jt}$ need not be a zero mean process and in general captures the extent to which the $j$-th member deviates from the central interest rate projection. Hence, $\varsigma_{jt}$ can be expressed in fixed effects form as

$$\varsigma_{jt} = \phi_j + \gamma_{jt}.$$

Second, the $\varsigma_{jt}$’s are uncorrelated across different meetings for the same policy maker, but are correlated across members of the committee. This is for two reasons: (a) they are related to each other through the common estimate ($y_{t|t}$), which is a linear combination of individual estimates, and (b) there may be strategic interactions among committee members, in which case $E(\omega_t^i, \omega_t^k) \neq 0$ for some $j \neq k$.

Therefore, our model implies the following decision rule for the $j$-th member:

$$i_{jt} = \pi_{t|t} + \frac{1}{\alpha_j\beta_{2j}}(\pi_{t+1|t} - \pi^*) + \frac{\beta_1}{\beta_{2j}}y_{t|t} + \phi_j + \beta^j\sigma^j + \beta^j_{\sigma^j}\gamma_i + u_{jt},$$

(22)

where $\phi_j$ (the fixed effect) indicates whether the $j$-th member is a hawk (high values) or a dove, $\sigma^j$ denotes indicators included in the $j$-th member’s estimate of the output gap (with heterogeneity both in the choice of the variables
and in their effects), \( \sigma_{\gamma_t} \) is a measure of the uncertainty associated with the future macroeconomic climate and \( \beta_j \) denotes the \( j \)-th member’s response to such uncertainty, and \( u_{jt} \)'s are zero mean errors with heteroscedastic variances across members; the magnitude of the variance reflects how activist a particular member is. For member \( j \), \( u_{jt} \)'s are uncorrelated across meetings. However, \( u_{jt} \)'s are correlated across members, because of (a) deliberation within the committee, and (b) strategic interaction between members.

3.2 Data and sample period

The primary objective of the empirical study is to understand cross member interaction in decision making at the Bank of England’s MPC, within the context of the model of committee decision making presented in the previous section. Importantly, our framework allows for heterogeneity among the MPC members and the limited dependent nature of preferred interest rate decisions. Our dependent variables are the decisions of the individual members of the MPC. The source for these data are the minutes of the MPC meetings.

<table>
<thead>
<tr>
<th>Member</th>
<th>Meetings</th>
<th>Votes</th>
<th>Dissent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lower</td>
<td>No change</td>
</tr>
<tr>
<td>Buiter</td>
<td>36</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Clementi</td>
<td>63</td>
<td>14</td>
<td>39</td>
</tr>
<tr>
<td>George</td>
<td>74</td>
<td>15</td>
<td>51</td>
</tr>
<tr>
<td>Julius</td>
<td>45</td>
<td>18</td>
<td>25</td>
</tr>
<tr>
<td>King</td>
<td>85</td>
<td>14</td>
<td>50</td>
</tr>
</tbody>
</table>

Since mid-1997, when data on the votes of individual members started being made publicly available, the MPC has met once a month to decide on the base rate for the next month.\(^{10}\) Over most of this period, the MPC has had 9 members at any time: the Governor (of the Bank of England), 4 internal members (senior staff at the Bank of England) and 4 external members. External members were usually appointed for a period ranging from 3 to 4 years. Because of changes in the external members, the composition of the MPC has changed reasonably frequently. To facilitate study of heterogeneity

\(^{10}\)The MPC met twice in September 2001. The special meeting was called after the events of 09/11.
and interaction within the MPC, we focus on 5 selected members, including the Governor, 2 internal and 2 external members. The longest such period when the same 5 members have concurrently served in the MPC is the 33 month period from September 1997 to May 2000. The 5 MPC members who served during this period are: George (the Governor), Clementi and King (the 2 internal members) and Buiter and Julius (the 2 external members). The voting pattern of these selected MPC members suggest substantial variation (Table 1).\footnote{For example, of the 45 meetings which Julius attended, the votes for 14 were against the consensus decision, and all of these were for a lower interest rate. On the other hand, King disagreed with the consensus decision in 12 of the 82 meetings he attended, voting for a higher interest rate each time. Buiter dissented in 17 meetings out of 36, voting on 8 occasions for a lower interest rate and 9 times in favour of a higher one. See also King (2002) and Gerlach-Kristen (2004).}

In order to explain the observed votes of the 5 selected members, we collected information on the kinds of data that the MPC looked at for each monthly meeting. The important issue was to ensure that we conditioned only on what information was actually available at the time of each meeting. Assessing monetary policy decisions in the presence of uncertainty about forecast levels of inflation and the output gap (including uncertainty both in forecast output levels and perception about potential output) requires collection of real-time data available to the policymakers when interest rate decisions are made as well as measures of forecast uncertainty. This contrasts with many studies of monetary policy which are based on realised (and subsequently revised) measures of economic activity (see Orphanides, 2003).

We collected information on unemployment (where this typically refers to unemployment three months prior to the MPC meeting), as well data on the underlying state of asset markets (housing prices, share prices and exchange rates). We measure unemployment by the year-on-year change in International Labor Organization (ILO) rate of unemployment, lagged 3 months. The ILO rate of unemployment is computed using 3 months rolling average estimates of the number of ILO-unemployed persons and size of labour force (ILO definition), both collected from the Office of National Statistics (ONS) Labour Force Survey. Housing prices are measured by the year-on-year growth rates of the Nationwide housing prices index (seasonally adjusted) for the previous month (Source: Nationwide). Share prices and exchange rates are measured by the year-on-year growth rate of the FTSE
100 share index and the effective exchange rate respectively at the end of the previous month (Source: Bank of England). The other current information included in the model is the current level of inflation – measured by the year-on-year growth rate of RPIX inflation lagged 2 months (Source: ONS).

Our empirical model also includes expected rates of future inflation and forecasts of current and future output. One difficulty with using the Bank’s forecasts of inflation is that they are not sufficiently informative. By definition, the Bank targets inflation over a two year horizon, so it always publishes a forecast in which (in expectation) inflation hits the target in two years time. To do anything else would be internally inconsistent. Instead, as a measure of future inflation, we use the 4 year ahead inflation expectations implicit in bond markets at the time of the MPC meeting, data on which can be inferred from the Bank of England’s forward yield curve estimates obtained from index linked bonds.\textsuperscript{12} For current output, we use annual growth of 2-month-lagged monthly GDP published by the National Institute of Economic and Social Research (NIESR) and for one-year-ahead forecast GDP growth, we use the Bank of England’s model based mean quarterly forecasts.

Finally, uncertainty in future macroeconomic environment and private perceptions about the importance of such uncertainty plays an important role in the model developed in this paper. The extent to which there is uncertainty about the forecast of the Bank of England can be inferred from the fan charts published in the Inflation Report. As a measure of uncertainty in the future macroeconomic environment, we use the standard deviation of the one-year-ahead forecast. These measures are obtained from the Bank of England’s fan charts of output; details regarding these measures are discussed elsewhere (Britton et al., 1998).

\subsection{3.3 The empirical model}

We start with the model of individual voting behaviour within the MPC developed in the previous section. The model includes individual specific heterogeneity in the fixed effects, in the coefficients of inflation and output gap, and in the effect of uncertainty. We aim to estimate this model in a form where the dependent variable is the $j$-th member’s preferred change in the (base) interest rate. In other words, our dependent variable, $v_{jt}$,

\textsuperscript{12}We use the four year expected inflation figure because the two year figure is not available for the entire sample period. In practice the inflation yield curve tends to be very flat after two years.
represents the deviation of the preferred interest rate for the \( j \)-th member (at the meeting in month \( t \)) from the current (base) rate of interest \( r_{t-1} \):

\[
v_{jt} = i_{jt} - r_{t-1}.
\]

Therefore, we estimate the following empirical model of individual decision making within the MPC:

\[
v_{jt} = \phi_j + \beta_j^{(r)} \cdot \Delta r_{t-1} + \beta_j^{(\pi^0)} \cdot \pi_t + \beta_j^{(\pi^4)} \cdot \pi_{t+4} + \beta_j^{(g_0)} \cdot y_{t|t} + \beta_j^{(y_1)} \cdot y_{t+1|t} + \beta_j^{(\sigma)} \cdot \sigma \left( y_{t+1|t} \right) + \Delta_j \cdot Z_j + u_{jt},
\]

where \( Z_j \) represents current observations on unemployment (\( \Delta u_t \)) and the underlying state of asset markets: housing, equity and the foreign exchange market (\( P_{hsg,t}, P_{FTSE,t} \) and \( P_{exch,t} \) respectively). The standard deviation of the one-year ahead forecast of output growth is denoted by \( \sigma \left( y_{t+1|t} \right) \); this term is included to incorporate the notion that the stance of monetary policy may depend on the uncertainty relating to forecast future levels of output and inflation. As discussed in the previous section, increased uncertainty about the current state of the economy will tend to bias policy towards caution in changing interest rates. In particular, this strand of the literature suggests that optimal monetary policy may be more cautious (rather than activist) under greater uncertainty in the forecast or real-time estimates of output gap and inflation (see Issing, 2002; Aoki, 2003; and Orphanides, 2003). Since, as previously discussed, the published inflation forecast is not sufficiently informative, we confined ourselves to uncertainty relating to forecasts of future output growth.

However, there are two important additional features of our data generating process that render the estimation exercise nonstandard. First, the dependent variable is observed in the form of votes, which are highly clustered interval censored outcomes based on the underlying decision rules. Second, and importantly in our context, the regression errors are potentially interrelated across the members. Therefore, we augment the empirical model (23) with a model for interaction between the error terms for different members

\[
u_t = W u_t + \varepsilon_t,
\]

where \( W \) is a \( (m \times m) \) matrix of interaction weights with zero diagonal elements and unrestricted entries on the off-diagonals, subject to the constraint that \( (I - W) \) is nonsingular, and \( \varepsilon_t = (\varepsilon_{1t}, \varepsilon_{2t}, \ldots, \varepsilon_{mt})' \) is a vector
of uncorrelated errors that are possibly heteroscedastic with

\[ E(\varepsilon_t \varepsilon'_t) = \Sigma = \begin{bmatrix} \sigma^2_1 & 0 & \ldots & 0 \\ 0 & \sigma^2_2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & \sigma^2_m \end{bmatrix}. \]

Votes of MPC members are highly clustered, with a majority of the votes proposing no change in the base rate. The final decisions on interest rate changes are all similarly clustered. For the Bank of England’s MPC as a whole over the period June 1997 to March 2005, 69 per cent of the meetings decided to keep the base rate at its current level, 14 per cent recommended a rise of 25 basis points, 13 per cent recommended a reduction of 25 basis points, and the remaining 4 per cent a reduction of 50 basis points.

This clustering has to be taken into account when studying individual votes and committee decisions of the MPC. We do not observe changes in interest rates on a continuous or unrestricted scale, we have a non-continuous or limited dependent variable. Moreover, changes in interest rates are in multiples of 25 basis points. Therefore, we use an interval regression framework for analysis; other authors have used other limited dependent variable frameworks, like the logit/ probit or multinomial logit/ probit framework to analyse monetary policy decisions. Our choice of model is based on the need to use all the information that is available when monetary policy decisions are made, as well as problems relating to model specification and interpretation of multinomial logit models (Greene, 1993). We also explored an ordered and multinomial logit formulations, and found the broad empirical conclusions to be similar.

Therefore, the observed dependent variable in our case, \( v_{jt, \text{obs}} \), is the truncated version of the latent policy response variable of the \( j \)-th member, \( v_{jt} \), which we model as

\[
\begin{align*}
v_{jt, \text{obs}} &= -0.25 \quad \text{if } v_{jt} \in [-0.375, -0.20) \\
&= 0 \quad \text{if } v_{jt} \in [-0.20, 0.20] \\
&= 0.25 \quad \text{if } v_{jt} \in (0.20, 0.375], \quad \text{and} \\
v_{jt} &\in (v_{jt, \text{obs}} - 0.125, v_{jt, \text{obs}} + 0.125) \quad \text{whenever } |v_{jt, \text{obs}}| > 0.325
\end{align*}
\]

The wider truncation interval when there is a vote for no change in interest rates (i.e., for \( v_{jt, \text{obs}} = 0 \)) may be interpreted as reflecting the conservative
stance of monetary policy under uncertainty with a bias in favour of leaving interest rates unchanged.

3.4 Results

Under the maintained assumptions that (a) regression errors are uncorrelated across meetings, and (b) the response variable is interval censored, estimation of the policy reaction function for each member (23) is an application of interval regression (Amemiya, 1973). In our case, however, we have an additional feature that the errors are potentially correlated across members. If we can estimate the covariance matrix of these residuals, then we can use a standard GLS procedure by transforming both the dependent variable and the regressors by premultiplying with the symmetric square root of this covariance matrix. However, the dependent variable is interval censored and has to be placed at its conditional expectation given current parameter estimates and its censoring interval. This sets the stage for the next round of iteration. Now, the dependent variable is no longer censored; hence, a standard SURE methodology can be applied.

Estimating the covariance matrix at the outset is also nonstandard. Because the response variable is interval censored the residuals also exhibit similar limited dependence.\(^\text{13}\) We use the Expectation-Maximisation algorithm (Dempster et al., 1977; McLachlan and Krishnan, 1997) for estimation. At the outset, we estimate the model using standard interval estimation separately for each member and collect residuals. We invoke the Expectation step of the EM algorithm and obtain expected values of the residuals given that they lie in the respective intervals. Since we focus on five MPC members, for each monthly meeting, we have to obtain conditional expectations by integrating the pdf of the 5-variate normal distribution with the given estimated covariance matrix.

Iterating the above method till convergence provides us maximum likelihood estimates of the policy reaction function for each of the five members,

\(^{13}\)For example, suppose the observed response for the \(j\)-th member in a given month \(t\) is 0.25. By our assumed censoring mechanism (25), this response is assigned to the interval \((0.20, 0.375]\). Suppose also that the linear prediction of the policy response, based on estimates of the interval regression model is \(\hat{\nu}_{jt} = 0.22\). Then the residual \(\nu_{jt} - \hat{\nu}_{jt}\) cannot be assigned a single numerical value, but can be assigned to the interval \((0.20 - 0.22, 0.375 - 0.22]\). In other words, the residual is interval censored: \(\nu_{jt} - \hat{\nu}_{jt} \in (-0.02, 0.155]\).
under standard assumptions, specifically multivariate normality of the cross member errors. The covariance matrix of the errors is unrestricted.

**TABLE 2: Interval Regression Estimates of policy reaction functions for the 5 MPC members**

<table>
<thead>
<tr>
<th>Variables</th>
<th>GOVERNOR</th>
<th>INTERNAL</th>
<th>EXTERNAL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>George</td>
<td>Clementi</td>
<td>King</td>
</tr>
<tr>
<td>$\Delta r_{t-1}$</td>
<td>-0.119</td>
<td>-0.107</td>
<td>-0.101</td>
</tr>
<tr>
<td>$\pi_t$</td>
<td>0.040</td>
<td>0.024</td>
<td>-0.050</td>
</tr>
<tr>
<td>$\pi_{t+4</td>
<td>t}$</td>
<td>0.103**</td>
<td>0.110**</td>
</tr>
<tr>
<td>$y_t$</td>
<td>-0.016</td>
<td>-0.024</td>
<td>-0.052</td>
</tr>
<tr>
<td>$y_{t+1</td>
<td>t}$</td>
<td>0.211**</td>
<td>0.223**</td>
</tr>
<tr>
<td>$\Delta u_t$</td>
<td>-0.175</td>
<td>-0.244+</td>
<td>-0.216+</td>
</tr>
<tr>
<td>$P_{hsg,t}$</td>
<td>1.760**</td>
<td>1.696*</td>
<td>2.355**</td>
</tr>
<tr>
<td>$P_{FTSE,t}$</td>
<td>0.620**</td>
<td>0.412+</td>
<td>0.614**</td>
</tr>
<tr>
<td>$P_{exch,t}$</td>
<td>0.003</td>
<td>0.009</td>
<td>0.007+</td>
</tr>
<tr>
<td>$\sigma(y_{t+1</td>
<td>t})$</td>
<td>-1.152*</td>
<td>-0.420</td>
</tr>
<tr>
<td>constant</td>
<td>-0.054</td>
<td>-0.795</td>
<td>-1.313**</td>
</tr>
<tr>
<td>Number of meetings</td>
<td>73</td>
<td>62</td>
<td>94</td>
</tr>
<tr>
<td>Good. of fit Wald $\chi^2$</td>
<td>141.4</td>
<td>148.4</td>
<td>174.6</td>
</tr>
<tr>
<td>$Prob. &gt; \chi^2(10)$</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Log pseudo-likelihood</td>
<td>-37.98</td>
<td>-38.57</td>
<td>-66.17</td>
</tr>
</tbody>
</table>

**, *and + – Significant at 1%, 5% and 10% level respectively.

These estimates are presented in Table 2. The estimates show substantial heterogeneity across the members of the MPC, which is discussed elsewhere (Bhattacharjee and Holly, 2008b).

Our focus here is on the cross-member interactions. Based on the above estimates, we obtain interval censored residuals using the initial censoring scheme. These are also placed at their expected values, conditional on estimates of the model parameters and their own respective censoring intervals. Similarly, policy reaction functions are estimated for other $(N-m)$ members who were in the committee in each month under study, for use as instruments later on. These are also placed at their conditional expected values.

Further, as discussed above, we use the residuals for the 5 selected members and invoke the EM algorithm to obtain the MLE of their spatial autocovariance matrix. The iterative estimation procedure converges quite fast (in 4 iterations). The estimated covariance matrix and the implied correlation
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matrix for the regression errors across the 5 selected members are reported in Table 3.

The estimated correlation matrix in Table 3 indicate very high correlation coefficients between regression errors corresponding to several pairs of MPC members. The CD (cross-section dependence) test (Pesaran, 2004) strongly rejects the null hypothesis of no cross-section dependence. Estimation of the spatial weights matrix would facilitate understanding of these interactions.

Table 3: Estimated MLEs for Mean Vector, Covariance Matrix and Correlation Matrix of Regression Errors (n = 33 months)\textsuperscript{14}

A. Regression Errors: Mean Vector (MLE)

<table>
<thead>
<tr>
<th></th>
<th>George</th>
<th>Clementi</th>
<th>King</th>
<th>Buiter</th>
<th>Julius</th>
</tr>
</thead>
<tbody>
<tr>
<td>George</td>
<td>0.0041</td>
<td>-0.0174</td>
<td>-0.0070</td>
<td>0.0016</td>
<td>-0.0054</td>
</tr>
</tbody>
</table>

B. Regression Errors: Correlation (Covariance) Matrix

<table>
<thead>
<tr>
<th></th>
<th>George</th>
<th>Clementi</th>
<th>King</th>
<th>Buiter</th>
<th>Julius</th>
</tr>
</thead>
<tbody>
<tr>
<td>George</td>
<td>1.00</td>
<td>(0.00829)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clementi</td>
<td>0.9989</td>
<td>1.00 (0.01031)</td>
<td>0.9923</td>
<td>0.9896</td>
<td>1.00 (0.00871)</td>
</tr>
<tr>
<td>King</td>
<td>0.9573</td>
<td>0.9679</td>
<td>0.9558</td>
<td>1.00 (0.00778)</td>
<td></td>
</tr>
<tr>
<td>Buiter</td>
<td>0.5184</td>
<td>0.4934</td>
<td>0.5182</td>
<td>0.2965</td>
<td>1.00 (0.00050)</td>
</tr>
<tr>
<td>Julius</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The stage is now set for estimating the matrix of cross member network interactions. This is done using the three methodologies described in the previous section.

First, we estimate the interaction (spatial) weights under suitable structural constraints, using the methodology in Bhattacharjee and Jensen-Butler (2005). Typically, one would then require either $m(m - 1)/2$ constraints, or equivalently an appropriate objective function to fix the orthogonal transformation. Bhattacharjee and Jensen-Butler (2005) show that a useful set of constraints is symmetry of the spatial weights matrix $W$. This constraint is, however, not useful in our case since we expect the strength of interaction between MPC members often to be asymmetric. For example, it is possible that an external member of the MPC arrives at her estimate of the output

\textsuperscript{14}Panel B reports the cross-member correlation matrix, with figures in parentheses on the diagonals representing the corresponding variances.
gap quite independently of what an internal member does, while the internal
member may position himself strategically after assessing how the external
member is likely to vote.

We, therefore, build up an alternative set of \( m(m - 1)/2 = 10 \) con-
straints. Based on some ideas about the institutional setting of monetary
policy decision making in the Bank of England, we choose the following sets
of restrictions:

1. **Row-standardisation:** It is quite common in the spatial econo-
metrics literature to work with a row standardised spatial weights matrix,
where the rows sum to unity. This, however, is not strictly relevant in
our context because some of the elements in the spatial weights matrix
could be negative. Instead, we standardise rows so that the squares
of the elements in each row sum to unity. This assumption gives us 5
constraints.

2. **Homoscedasticity:** Idiosyncratic error variances (\( \sigma_j^2 \)'s) are the same
for George, Clementi and Buiter, and different and unequal error vari-
ances for King and Julius \( \sigma_{\text{George}}^2 = \sigma_{\text{Clementi}}^2 = \sigma_{\text{Buiter}}^2 \) (2 restrictions)

3. **Symmetry:** Symmetric weights between the internal members and the
Governor \( w_{\text{Clementi,King}} = w_{\text{King,Clementi}}, w_{\text{George,Clementi}} = w_{\text{Clementi,George}} \)
and \( w_{\text{George,King}} = w_{\text{King,George}} \) (3 restrictions).

The estimates of the spatial weights and idiosyncratic error variances are
presented in Table 4. As one can see, the restrictions are approximately satis-
fied. More importantly, confidence intervals based on the bootstrap indicate
that quite a few of the spatial weights are significant. As discussed ear-
er, non-zero spatial weights in our model are indicative of (a) interaction
due to deliberation and combined decision making within the MPC, and/
or (b) strategic interaction. Of particular significance are the negative spa-
tial weights. While the process of discussion and agreement to a common
estimate of the output gap would contribute to positive spatial weights, nega-
tive weights are almost certainly the outcome of strategic interaction. In
this context, the negative spatial weights between the Governor and the ex-
ternal members (Buiter and Julius) are of particular importance. It would
appear that the evidence from these estimates point towards possible strate-
gic alignment of votes within the MPC.
Table 4: Estimated Weights Matrix under Structural Constraints

<table>
<thead>
<tr>
<th></th>
<th>George</th>
<th>Clementi</th>
<th>King</th>
<th>Buitre</th>
<th>Julius</th>
<th>Row SS</th>
<th>$\hat{\sigma}_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>George</td>
<td>0</td>
<td>0.642**</td>
<td>0.602**</td>
<td>-0.284**</td>
<td>-0.343**</td>
<td>0.973</td>
<td>2.74e-4</td>
</tr>
<tr>
<td>Clementi</td>
<td>0.638**</td>
<td>0</td>
<td>-0.600**</td>
<td>0.261*</td>
<td>0.277**</td>
<td>0.911</td>
<td>2.97e-4</td>
</tr>
<tr>
<td>King</td>
<td>0.618**</td>
<td>-0.608**</td>
<td>0</td>
<td>0.265*</td>
<td>0.322**</td>
<td>0.926</td>
<td>1.32e-3</td>
</tr>
<tr>
<td>Buitre</td>
<td>-0.562**</td>
<td>0.562**</td>
<td>0.542**</td>
<td>0</td>
<td>-0.297</td>
<td>1.014</td>
<td>3.18e-4</td>
</tr>
<tr>
<td>Julius</td>
<td>-0.564*</td>
<td>0.564*</td>
<td>0.555*</td>
<td>-0.249</td>
<td>0</td>
<td>1.007</td>
<td>1.63e-3</td>
</tr>
</tbody>
</table>

**, *, and +− Significant at 1%, 5% and 10% level respectively.

Bootstrap standard errors in parentheses.

Second, we estimate the spatial weights matrix under moment restrictions, using the methodology developed in Bhattacharjee and Holly (2008a). This is achieved by GMM, assuming that the censoring intervals are exogenous in the interaction model for the errors, and using moment conditions given in (10). In other words, instruments are derived from residuals for other members in the committee and lagged residuals of members included in the analysis (from lag 2 backwards). In the spirit of dynamic panel GMM estimators (Arellano and Bond, 1991; Blundell and Bond, 1998), the instrument set is therefore different for each month under analysis. The endogenous error models for each member are estimated separately, though the entire estimation exercise can be combined together within an unified GMM setup.

Table 5: Estimated Spatial Weights Matrix, GMM

<table>
<thead>
<tr>
<th></th>
<th>George</th>
<th>Clementi</th>
<th>King</th>
<th>Buitre</th>
<th>Julius</th>
<th>Row SS</th>
<th>J-stat.</th>
</tr>
</thead>
<tbody>
<tr>
<td>George</td>
<td>0</td>
<td>0.813**</td>
<td>0.184**</td>
<td>-0.008</td>
<td>-0.149*</td>
<td>0.717</td>
<td>9.09</td>
</tr>
<tr>
<td>Clementi</td>
<td>0.911**</td>
<td>0</td>
<td>-0.081</td>
<td>0.173**</td>
<td>0.159**</td>
<td>0.892</td>
<td>10.12</td>
</tr>
<tr>
<td>King</td>
<td>0.532**</td>
<td>-0.283</td>
<td>0</td>
<td>0.610**</td>
<td>0.540**</td>
<td>1.027</td>
<td>7.67</td>
</tr>
<tr>
<td>Buitre</td>
<td>-0.153</td>
<td>0.352</td>
<td>0.680**</td>
<td>0</td>
<td>-0.454**</td>
<td>0.816</td>
<td>11.36</td>
</tr>
<tr>
<td>Julius</td>
<td>-0.427**</td>
<td>0.481**</td>
<td>0.501**</td>
<td>-0.340**</td>
<td>0</td>
<td>0.780</td>
<td>10.92</td>
</tr>
</tbody>
</table>

**, *, and +− Significant at 1%, 5% and 10% level respectively.

HAC standard errors in parentheses.
The validity of the assumed moment conditions is checked using the Sargan-Hansen J-test for overidentifying restrictions (Hansen, 1982). The estimated interaction matrix is presented in Table 5. The reported estimates are numerically, and definitely in sign, similar to estimates of spatial weights under structural constraints (Table 4). At the same time, significance of some of the weights are different. Admittedly, the assumed structural restrictions on the weights matrix are not verifiable and can be violated in empirical applications. This observation further underscores an advantage of the GMM based methodology, subject to the validity of the assumed moment conditions. Further, the moment restrictions can be tested, as we have done here.

Third, we estimate structural spatial weights after allowing for common correlated factors. In the context of the current application, we suspect a priori that the MPC members may not be completely exchangeable. In other words, some structural connections may be important. At the same time, unobserved factors may drive some of the cross-section dependence. In order to explore the relative importance of these two channels, we estimate the model using the common correlated effects (CCE) methodology (Pesaran, 2006). In the current application, none of the variables in the RHS of the empirical policy rule (23) has cross-section variation, but we allow for complete slope heterogeneity. Therefore, we estimate a modified policy rule with cross-section averages of the dependent variable as an additional regressor. Very similar results are obtained when we use the median response as a proxy for this mean response. This also has the advantage of helping place an explicit interpretation to the additional regressor. Decisions of the 9 member Committee are made by majority voting so the actual decision which is made and implemented is the median. We, therefore, report results for the modified decision rule:

\[ u_{jt} = \phi_j + \beta_j^{(r)} \Delta r_{t-1} + \beta_j^{(\pi_0)} \pi_t + \beta_j^{(\pi_4)} \pi_{t+4} + \beta_j^{(y_0)} y_{1t} \]
\[ + \beta_j^{(y_1)} y_{t+1} + \beta_j^{(\sigma)} \sigma (y_{t+1}) + \Delta_j Z_j + \beta_j^{(CCE)} \Delta r_t + u_{jt}, \]  

(26)

where as before

\[ u_t = W u_t + \varepsilon_t; \]
\[ E(\varepsilon_t \varepsilon_t') = \Sigma = \text{diag} \left( \sigma_1^2, \sigma_2^2, \ldots, \sigma_m^2 \right). \]

The covariance and correlation matrix of the residuals from this model is estimated in the same way as before, and reported in Table 6. It is interesting
to note that, after allowing for common factors, the degree of structural cross-section dependence has been reduced significantly, to the extent that the CD test (Pesaran, 2004) now fails to reject the null hypothesis of no spatial dependence.

Table 6: Estimated MLEs for Mean Vector, Covariance Matrix and Correlation Matrix of Regression Errors in CCE model (26)\textsuperscript{15}

<table>
<thead>
<tr>
<th>George</th>
<th>Clementi</th>
<th>King</th>
<th>Buiter</th>
<th>Julius</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.57e-10</td>
<td>-0.0141</td>
<td>-0.0216</td>
<td>-0.0114</td>
<td>0.0121</td>
</tr>
</tbody>
</table>

B. Regression Errors: Correlation (Covariance) Matrix

<table>
<thead>
<tr>
<th>George</th>
<th>Clementi</th>
<th>King</th>
<th>Buiter</th>
<th>Julius</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00 \ (0.00019)</td>
<td>1.00 \ (0.00719)</td>
<td>1.00 \ (0.00989)</td>
<td>1.00 \ (0.00974)</td>
<td>1.00 \ (0.00920)</td>
</tr>
<tr>
<td>0.1144</td>
<td>0.1089</td>
<td>-0.0895</td>
<td>-0.2021</td>
<td>-0.1117</td>
</tr>
<tr>
<td>-0.0917</td>
<td>0.3145</td>
<td>0.0440</td>
<td>-0.0435</td>
<td>0.0140</td>
</tr>
</tbody>
</table>

However, some spatial correlations are quite large, and it is possible that a degree of structural spatial interactions may be present. In order to explore this, we estimate the structural spatial weights matrix by GMM, using the same moment conditions as before (10). The estimates and corresponding tests for overidentifying restrictions are reported in Table 7.

The estimates point to important structural interconnections between members of the MPC. Though the statistical significance of spatial interactions is weaker than those reported before (Tables 4 and 5), the direction and magnitude of the important network effects are broadly preserved. Further analysis of network connections within the Bank of England’s MPC, and related inferences on network architecture and strategic behaviour, is beyond the scope of this paper.

Therefore, overall we can conclude that the objective of studying spatial interactions is best served by allowing for both structural and factor based

\textsuperscript{15}Panel B reports the cross-member correlation matrix, with figures in parentheses on the diagonals representing the corresponding variances.
cross-section dependence. Further, we describe and illustrate several methods based on spatial panel data that can be used to draw inferences on these spatial and interaction weights.

Table 7: Estimated Spatial Weights Matrix by GMM
(allowing for common unobserved factors – CCE)

<table>
<thead>
<tr>
<th></th>
<th>George</th>
<th>Clementi</th>
<th>King</th>
<th>Buiters</th>
<th>Julien</th>
<th>J-stat.</th>
</tr>
</thead>
<tbody>
<tr>
<td>George</td>
<td>0</td>
<td>0.0015</td>
<td>-0.0096</td>
<td>-0.0060</td>
<td>-0.0279**</td>
<td>8.77</td>
</tr>
<tr>
<td></td>
<td>(0.0087)</td>
<td>(0.0099)</td>
<td>(0.0121)</td>
<td>(0.0134)</td>
<td></td>
<td>(p=0.79)</td>
</tr>
<tr>
<td>Clementi</td>
<td>-0.4976</td>
<td>0</td>
<td>0.1516</td>
<td>0.2511+</td>
<td>-0.1458</td>
<td>8.46</td>
</tr>
<tr>
<td></td>
<td>(0.5561)</td>
<td>(0.1055)</td>
<td>(0.1365)</td>
<td>(0.1389)</td>
<td></td>
<td>(p=0.81)</td>
</tr>
<tr>
<td>King</td>
<td>0.2936</td>
<td>0.2393+</td>
<td>0</td>
<td>0.3319*</td>
<td>0.4021*</td>
<td>8.75</td>
</tr>
<tr>
<td></td>
<td>(1.4663)</td>
<td>(0.1431)</td>
<td>(0.1467)</td>
<td>(0.1769)</td>
<td></td>
<td>(p=0.79)</td>
</tr>
<tr>
<td>Buiters</td>
<td>2.2354+</td>
<td>0.0326</td>
<td>0.6435**</td>
<td>0</td>
<td>-0.0234</td>
<td>10.78</td>
</tr>
<tr>
<td></td>
<td>(1.3537)</td>
<td>(0.0994)</td>
<td>(0.1198)</td>
<td>(0.1251)</td>
<td></td>
<td>(p=0.63)</td>
</tr>
<tr>
<td>Julien</td>
<td>-2.6098**</td>
<td>0.0105</td>
<td>-0.0231</td>
<td>0.1583</td>
<td>0</td>
<td>8.73</td>
</tr>
<tr>
<td></td>
<td>(0.9904)</td>
<td>(0.1130)</td>
<td>(0.1078)</td>
<td>(0.1198)</td>
<td></td>
<td>(p=0.79)</td>
</tr>
</tbody>
</table>

**, *, and +– Significant at 1%, 5% and 10% level respectively.
HAC standard errors in parentheses.

4 Conclusions

In this paper, we argue that the distinction between structural and factor based connections is very important in the study of spatial and cross-section interactions. Both of these channels offer alternative explanations for spatial correlation and can coexist in some models and applications. Further, while the assumption of exchangeability inherent in the factor model can be unreasonable in many spatial applications, assuming the absence of common unobserved factors also appears to be too strong.

We describe three methods to draw inferences on spatial (interaction) weights that explicitly address the above distinction. The first two methods are designed to draw inferences under the structural dependence assumption, one under structural constraints on the spatial weights matrix (Bhattacharjee and Jen-Butler, 2005) and the other under moment restrictions inspired by the system GMM literature (Bhattacharjee and Holly, 2008a). The third method allows for both structural and factor based dependence, where the unobserved factors are modelled using the common correlated effects methodology (Pesaran, 2006) and the structural spatial weights estimated using GMM methods proposed in Bhattacharjee and Holly (2008a). The
methods are illustrated using an application to committee decision making within the Bank of England’s MPC. The application highlights the relative advantages and shortcomings of each of the methods, and helps draw useful inferences on the nature and strength of interactions.

Research in the above area, both empirical and econometric, is ongoing. More work needs to be done in combining the common factor approach with structural spatial interactions. Further research on the nature of spatial interactions would inform both the very active theoretical literature on economic networks, and provide additional empirical insights into the stability of different network architectures under assumptions on information sharing and bargaining. Also, the networks emerging from our work can be viewed as a sequence of weighted directed graphs, with connections conditioned on the assumed significance level. How research on such random graphs can aid inferences on connections in space and economic networks is a matter of further study.

Apart from the application developed here, Bhattacharjee and Jensen-Butler (2005) and Holly et al. (2006) have used related frameworks for empirical studies of housing markets. However, the applicability of the framework and methods would surely go beyond these couple of applications. For example, an important application area would be economic convergence of countries and regions; see Bhattacharjee and Jensen-Butler (2005) for a simulation study based on the US. Previous research suggests that there are stable differences in productivity across regions in the EU. Potentially, such spatial inequality can be explained by technology transfer, where some regions are more efficient in generating new technology or technology absorption. In turn, technology transfer is often related to trade, FDI etc., while technology absorption depends on human capital, R&D and similar features. However, theory provides no clear guidance as to which of these channels are more important, or indeed if relative importance varies across regions. Further, while some of the diffusion can be explained by the pull of common factors, there may be institutional features that enhance or depress technology transfer between specific pairs of regions. In empirical studies, it is useful to allow for technology transfer in relatively unrestricted manner and further, to infer on the strength and direction of inter-region diffusion while being agnostic about the specific drivers of such interaction. Further research along similar lines will be important for our understanding of economic growth and convergence.
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