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Abstract 

 
 In the first year and a half of my PhD (October 2009 to March 2011) I studied 

the  putative involvement of orphan snoRNAs in the regulation of alternative splicing 

(AS) in Arabidopsis. This project was very attractive but ran into serious and 

unforeseen problems with the genetic background of mutants used in the project. 

Despite deciding to terminate the project, it gave me more experience of molecular 

techniques and analysing RNA and expression. The novel work on AS in Arabidopsis 

clock genes coincided with availability of the barley genome sequence and the rest of 

my PhD was spent in examining AS in the circadian clock of barley. 

 Prior to this thesis, extensive alternative splicing (AS) was shown to regulate 

clock genes in Arabidopsis through dynamic changes in AS transcripts, some of which 

are temperature-dependent and altered levels of productive mRNAs through alternative 

splicing/Nonsense-Mediated Decay (AS/NMD). An objective of this thesis was to 

determine whether clock genes and their modes of regulation are conserved in other 

higher plants, such as barley. By use of a robust in silico analysis and nucleotide 

sequence of 27 Arabidopsis core clock/clock-associated genes, 21 barley genes were 

identified, 60% of which are true Arabidopsis orthologues. Most of the barley clock 

genes have a clear daily rhythm which is maintained in constant light conditions. 

Mutations of the barley clock genes HvPPDH1 (orthologue of AtPRR7) and HvELF3 

strongly affect flowering time and have extended the geographic range where barley is 

grown. We show that both mutations affect expression of clock genes: the Hvppdh1 

mutation moderately affects expression levels and phase while the Hvelf3 mutation 

causes arrhythmicity of most of these genes, which helps to explain the early flowering 

phenotype. Temperature-dependent AS was identified in some of the barley core clock 

orthologues. The focus of this part of the analysis was HvLHY and HvPPDH1. Although 



x 
 
specific AS events were poorly conserved, similar behaviour in terms of decreased 

functional mRNA was observed. This novel layer of fine clock control observed in two 

different species, a model plant and a crop species, might help our understanding of 

plant adaptation in different environments and ultimately may offer a new range of 

targets for plant improvement. 
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          1 Chapter 1 

Chapter 1. Introduction and review of literature 

 

1.1 – Eukaryotic gene expression  

Current classification of the living world divides all organisms into two superking-

doms: eukaryotes and prokaryotes (Sapp, 2005). This division is based on profound differ-

ences between these two groups, the main example being eukaryotes having a nuclear en-

velope, which separates transcription from translation, whereas prokaryotes have no such 

barrier, so transcription is coupled with translation (Philips, 2008). Interestingly, only nu-

cleated organisms can exist in complex multicellular forms, exhibiting large inter-species 

differences in their morphology and behaviour (e.g. barley and humans). Such differences 

are also observed within tissues of the same organism (e.g. roots and flowers), even though 

the DNA sequence is the same in different tissues. The same exceptional complexity is not 

found in prokaryotes. Why then, are eukaryotes more intricate than prokaryotes? First, 

eukaryotes have bigger genomes with more complex sequences and organisation (Philips, 

2008). Second, and most importantly, they are able to regulate gene expression in terms of 

time, space, quantity and ‘quality’. Of course, regulation is not only a direct responses to 

environmental change, but also to actively control the gene expression programme to pro-

vide continuous and increasing vitality. Below is a brief description of eukaryote’s rich cel-

lular portfolios of gene expression control. 

 

 1.1.1 – Epigenetic regulation of expression 

The definition of ‘epigenetic’ is highly debated (Bird, 2007; Pearson, 2008). The 

classical meaning defines it as “a change in the state of expression of a gene that does not 
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involve a mutation, but that is nevertheless inherited in the absence of the signal or event 

that initiated the change” (Pearson, 2008). In 2007, Bird suggested a much broader mean-

ing, which is hereafter adopted: “epigenetics is the structural adaptation of chromosomal 

regions so as to register, signal or perpetuate altered activity states”.  

One of the best studied epigenetic modifications is the methylation of a cytosine 

residue, which is frequently followed by a guanine in the DNA molecule (known as CpG) 

(Bird, 2002; He et al., 2011; Huidobro et al., 2013). This epigenetic mark is involved in the 

regulation of several biological processes such as i) imprinting (a mechanism that controls 

parent-of-origin-specific gene expression); ii) X chromosome inactivation (Feil and Berger, 

2007; Law and Jacobsen, 2010); iii) silencing of transposable elements, retroviruses and 

oncogenes (Stewart et al., 1982; Zhang et al., 2006; Huidobro et al., 2013); and iv) temporal 

and spatial control of gene transcription (Bird, 2002; Zhang et al., 2006).  

Usually acting in concert with DNA methylation, histone modifica-

tions/remodelling are also important epigenetic marks for gene regulation. Negatively 

charged DNA molecules are associated with positively charged histones, which protect 

and compact the DNA, forming the chromatin complex. Tightly packed DNA is inacces-

sible to the transcriptional machinery, so this chromatin must be altered if gene transcrip-

tion is to occur (Philips, 2008; Talbert and Henikoff, 2010). Chromatin unwinding is under 

strict control, being involved in the regulation of DNA repair (Groth et al., 2007), DNA 

replication (Giri and Prasanth, 2012) and gene regulation (Skene and Henikoff, 2013).  

There are two main ways to alter chromatin state to control expression of a particu-

lar gene: changing the position and type of histones present and/or modifying the histones 

themselves. As for the former, some histone subunits have evolved different variants, 

which have distinct properties in dictating DNA accessibility. Eukaryotes are able to selec-

tively deposit or remove histone variants along particular regions of the DNA molecule 

(Deal and Henikoff, 2011; Skene and Henikoff, 2013). As for the latter, histone residues 
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can be subjected to acetylation, methylation, phosphorylation and ubiquitination, among 

others (Li et al., 2007). These post-translational modifications loosen or tighten DNA-

histone bonds and/or alter interactions with proteins that influence downstream processes 

in gene expression (Li et al., 2007; Palazzo and Akef, 2012; Skene and Henikoff, 2013). 

  

 1.1.2 – Transcription 

Gene expression genuinely starts with transcription. In simple terms, this process is 

the replication of information in the DNA into an RNA molecule. Up to 80% of all RNAs 

transcribed in a growing eukaryotic cell are ribosomal RNAs (rRNAs) (Paule and 

Lofquist, 1996). Such intense transcriptional activity in the nucleus is so prominent and 

organised that it forms a sub-compartment easily seen in microscopy, termed the nucleolus 

(Boisvert et al., 2007). A specialised type of RNA polymerase (RNA pol), type I, solely 

transcribes these rRNAs (Nogi et al., 1991). Separately, 5S rRNA subunits are transcribed 

elsewhere in the nucleus by a different type of polymerase, RNA pol III (Haeusler and 

Engelke, 2006). RNA pol III also transcribes transfer RNAs (tRNAs) and some short non-

coding RNAs (ncRNAs) such as U6 small nuclear RNA (snRNA),  H1 RNA (the RNA 

component of RNase P), among others (White, 2011). Last, but not least, RNA pol II is 

responsible for the synthesis of many types of ncRNAs, such as most snRNAs, mi-

croRNAs (miRNAs), small nucleolar RNAs (snoRNAs) and, most importantly, all mes-

senger RNAs (mRNAs). Therefore, all protein-coding genes depend on RNA pol II activi-

ty for expression. 

A closer look into the typical RNA pol II activity reveals a very intricate system. 

Transcription can be divided into a number of distinct steps and each of them is exploited 

to regulate gene transcription (Svejstrup, 2004). From selecting the transcriptional start site 

(Rojas-Duran and Gilbert, 2012) until the termination of transcription, there is tight regula-
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6) Termination: Although not much is known about RNA pol II termination, it is 

likely that reduction of RNA pol II elongation speed after a poly(A) site and lower stability 

of the RNA:DNA hybrid might contribute to destabilisation of the transcription complex 

and termination of transcription (Proudfoot et al., 2002; Mischo and Proudfoot, 2013). An 

additional contribution is likely provided by a mechanism called the torpedo model, which 

occurs after poly(A) cleavage of the nascent mRNA and is acting in consort with RNA pol 

II-recruited poly(A) factors. In this model, the uncapped residual RNA still attached to the 

elongating polymerase is degraded by a 5’–3’ exonuclease. Such exonuclease is in kinetic 

competition with the elongating RNA pol II and when they meet, this induces conforma-

tional changes in the polymerase to promote transcription termination (Proudfoot, 2011). 

Correct termination is important not only for the gene being transcribed, but also for 

downstream genes. After RNA pol II is released from the DNA template, it is recycled and 

participates in a new round of transcription (Svejstrup, 2004).  

 

 1.1.3 – Precursor messenger RNA (pre-mRNA) processing 

The nascent (immature) pre-messenger RNA (pre-mRNA) from the elongation 

phase described above is processed into functional mRNA while and after it is transcribed, 

before it can leave the nucleus (Proudfoot et al., 2002; Darnell, 2013). The majority of pre-

mRNA processing is thought to be co-transcriptional. To facilitate co-transcriptional pro-

cessing, most proteins and enzymes involved in RNA processing (e.g. capping, splicing 

and polyadenylation) also bind to the phosphorylated CTD of RNA pol II, so transcription 

influences a large part of mRNA processing (Darnell, 2013). There are four main pre-

mRNA processing reactions: 

1) Capping: After about 20–30 nucleotides have been synthesised on the nascent 

RNA, the 7-methylguanosine cap is linked to the first ribonucleotide of the transcript  
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(5’ end) (Proudfoot et al., 2002). This three-step reaction forms an inverted 5'–5' triphos-

phate bridge and allows attachment of the cap binding complex. Capping is essential for 

protecting the mRNA against 5’-3’ exonucleases and for mRNA export through the nucle-

ar pore complex (Proudfoot et al., 2002; Shuman, 2002).  

2) Splicing: The majority of eukaryotic genes contain introns. Therefore, in order to 

produce functional mRNAs, introns must be removed from the pre-mRNA and exons 

joined in a very precise way. This excision and choice of exons is highly controlled and 

can vary for several reasons (see Section 1.2.)  

3) Editing: (pre-)mRNAs, mostly from animal cells and plant organelles, can un-

dergo editing. RNA editing involves covalent modification, the substitution or inser-

tion/deletion of a ribonucleotide residue in the RNA molecule (Gray, 2012). This process 

can affect translation, splicing or mRNA localisation (DeCerbo and Carmichael, 2005).  

4) Polyadenylation: This process is divided into two major steps. First, the nascent 

mRNA is cleaved during RNA pol II elongation. Second, a poly(A) tail is synthesised at 

the free 3’ end. The cleavage reaction is catalysed by factors that recognise particular 

poly(A) signals in the nascent RNA (Darnell, 2013). The poly(A) cis signals are mostly 

conserved elements/motifs rich in A and U (Li and Hunt, 1997; Sherstnev et al., 2012; 

Darnell, 2013). Eukaryotic genes frequently have more than one poly(A) signal/site, and 

polyadenylation is under tight regulation. Alternative polyadenylation can interfere with 

the mRNA coding sequence, its stability and translatability (Di Giammartino et al., 2011; 

Proudfoot, 2011). After RNA cleavage and consequent release from RNA pol II, a poly(A) 

polymerase adds multiple adenines at the 3’ end of the mRNA. The length of the poly(A) 

tail is under regulation, and can also affect mRNA stability and translatability (Weill et al., 

2012). Lastly, the poly(A) tail bound by poly(A)-binding proteins is recognised by several 
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proteins, essential for the mRNA export through the nuclear pore complex (Proudfoot et 

al., 2002). 

 

 1.1.4 - Nuclear export 

The last level of gene expression control in the nucleus is the exit of an mRNA 

through the nuclear pore. From the beginning of transcription to the end of pre-mRNA 

processing, many proteins remain bound to the mRNA (Iglesias and Stutz, 2008). These 

proteins are seen as marks of correctly transcribed and processed mRNAs. Thereafter, 

these marker proteins recruit a number of other proteins which aid in the nuclear export 

(Palazzo and Akef, 2012). The final mRNA and accompanying proteins form the messen-

ger ribonucleoprotein particle (mRNP) (Köhler and Hurt, 2007), which is then recognised 

by the nuclear export machinery, which initiates mRNA exit to the cytoplasm (Palazzo 

and Akef, 2012).  

mRNA export is a tight quality control mechanism that keeps most products of 

spurious transcription and processing in the nucleus, where they are directed to be degrad-

ed (Fasken and Corbett, 2005; Palazzo and Akef, 2012). For instance, transcripts with de-

fective poly(A) tails are degraded by the exosome complex (Fasken and Corbett, 2005). 

The degradation of mis-processed mRNAs is particularly important to avoid translation of 

aberrant transcripts, which could encode mutant or even toxic proteins (Fasken and 

Corbett, 2005). The yeast Mlp1p protein (homologous to human Tpr), for example, partic-

ipates in a quality control step that prevents the export of intron-containing transcripts. 

This protein interacts with the hnRNP-like protein Nab2p, present on spliced mRNAs, al-

lowing them to be exported (Galy et al., 2004). Once arriving in the cytoplasmic environ-

ment, the mRNP, still bound to the nuclear export machinery, is remodelled (Iglesias and 
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signal is present. In this case, the nascent polypeptide and the translation machinery are 

targeted to the ER (Brodsky and Skach, 2011). 

3) Termination: When the reading frame in use by the translation machinery ex-

poses a termination codon, the signal for translation to stop, a eukaryotic Release Factor 

(eRF) will bind to this codon, instead of a tRNA. This event initiates the release of the pep-

tide chain, terminating translation. The ribosome is then recycled for new rounds of trans-

lation (Graille and Séraphin, 2012).  

Gene regulatory mechanisms are also present during translation. First, ribosome 

translation can be prevented or greatly affected by: i) complex mRNA secondary structure 

(Mauger et al., 2013); ii) miRNAs  (Iwasaki and Tomari, 2009; Huntzinger and Izaurralde, 

2011); iii) proteins/repressors (Gallie, 2002; Kong and Lasko, 2012); and iv) the presence 

of upstream AUG sequences (Kozak, 2005). Additionally, different surveillance pathways 

are able to detect and degrade mRNAs with faulty translation, for instance Non-Stop de-

cay degrades mRNAs without stop codons (continuous ORF) (Vasudevan et al., 2002). 

These surveillance mechanisms reduce accumulation of defective mRNAs and avoid the 

production of mutant or even toxic proteins (Graille and Séraphin, 2012).  

 

 1.1.6 – mRNA turnover/degradation 

In addition to mRNA surveillance, described in other Sections (1.1.3, 1.1.4, 1.1.5 

and 1.4.2) as degradation of defective mRNAs, functional mRNAs are also subjected to 

degradation. In fact, mRNA is an unstable molecule by nature, a situation aggravated by 

the presence of ribonucleases (RNases) in the cytoplasm (Pérez-Ortín et al., 2012). Eukary-

otes are able to regulate mRNA stability, therefore controlling gene expression levels. Such 

mRNA degradation control is particularly important in rapid responses to stress 

(Ambrosone et al., 2012; Pérez-Ortín et al., 2012). 
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The most common trans-acting factors controlling mRNA turnover are RNA-

binding proteins (RBP) (Ambrosone et al., 2012; Pérez-Ortín et al., 2012) and miRNAs 

(Iwasaki and Tomari, 2009; Huntzinger and Izaurralde, 2011). These factors either protect 

the mRNA or target it for degradation (Belostotsky and Sieburth, 2009; Wu and Brewer, 

2012). 

 

  1.1.7 – Protein modification 

Co- and post-translational modifications (PTMs) covalently change the primary 

structure of nearly all proteins (Lothrop et al., 2013). The most common PTMs are phos-

phorylation, glycosylation, acetylation, protein cleavage and ubiquitination, among many 

others (Khoury et al., 2011). They change many aspects of a protein, such as structural con-

formation, enzymatic activity, sub-cellular localisation, interactions with substrates or 

binding partners (Kwon et al., 2006) and lastly, rate of degradation (Matyskiela and 

Martin, 2013). Therefore, PTMs largely increase protein diversity and dynamics, including 

proteins involved in epigenetics, translation, pre-mRNA processing, mRNA nuclear ex-

port, mRNA stability and translation. Consequently, PTMs pervade and link the whole 

process of gene regulation in eukaryotes, with involvement from signal perception to cell 

response. 

 

1.2 – Pre-mRNA splicing 

Intron splicing (removal) is essential for the great majority of eukaryotic genes. For 

instance, 97% of protein-coding genes in humans have one or more introns. In plants the 

scenario is similar: 80% of Arabidopsis thaliana (Arabidopsis subsequently) and 75% of rice 

protein-coding genes have at least one intron (Alexandrov et al., 2006).  
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Introns have been present since the earliest stages of eukaryotic evolution. There 

are two highly debated theories for the origin of these intervening sequences. Either introns 

appeared only in the eukaryote ancestor or they have always existed, since the beginning 

of life, before the eukaryote/prokaryote divergence (reviewed in(Rogozin et al., 2012). In 

the second case, prokaryotes saved more energy and space and produced proteins faster by 

losing the introns, whereas eukaryotes expanded their proteome and their control over 

gene expression by maintaining these introns. It is noteworthy that eukaryotes still main-

tain introns not only because of these advantages, but also because introns have become 

intrinsic to the cellular system, with a selective pressure that maintains them (Alexandrov 

et al., 2006; Grzybowska, 2012). This pressure can be explained by a few factors, for in-

stance nuclear export and mRNA surveillance control. These processes prevent transcripts 

that have not been spliced to stay in the cytoplasm. Regardless of the debate concerning 

intron evolution, there is no doubt that the existence of introns ultimately contributes to 

the complexity of eukaryotes. 

 Splicing introns from the primary transcript allows production of translatable 

mRNA. This process is catalysed by the (most?) complex ribonucleoprotein macromolecu-

lar machine, the spliceosome (Nilsen, 2003). Most of the splicing process occurs co-

transcriptionally and can be influenced by RNA pol II activity and epigenetic state, among 

other factors (Darnell, 2013). In fact, the flexibility which pre-mRNA splicing provides in 

terms of very refined regulation of expression and increased protein complexity has con-

tributed to the evolution of eukaryotes (Artamonova and Gelfand, 2007). Further infor-

mation on this matter is presented in Sections 1.3, 1.4 and 1.5, while details of the canoni-

cal process through which introns are efficiently recognised and removed by the splicing 

machinery are described below. 
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 1.2.1 – Components of the spliceosome machinery 

Systematic analysis to elucidate the compositional information of the spliceosome 

has been performed in human and yeast spliceosomal complexes. Many orthologues of 

human splicing factors have been found in the Arabidopsis genome (Barta et al., 2012), 

which suggests that the basic mechanism of intron removal is the same in all phyla. Over-

all, the spliceosome contains five snRNAs and around three hundred proteins (Jurica and 

Moore, 2003). Two types of spliceosome machinery coexist in the cell: the U2-type, which 

recognises and removes U2-type introns, and the less abundant U12-type, for the rare U12-

type introns (Will and Lührmann, 2011).  

The most common spliceosome, the U2-type, is composed of the U1, U2, U4, U5 

and U6 uridine-rich snRNAs (Reddy et al., 2012a). With the exception of U6, the spliceo-

somal snRNAs are transcribed by RNA pol II, which dictates their downstream matura-

tion. These RNA pol II-specific primary snRNAs are exported to the cytoplasm for pro-

cessing and re-imported to the nucleus, where they complete maturation. Maturation of 

the RNA pol III-specific U6 snRNA takes place solely in the nucleus (Kiss, 2004). The fi-

nal mature spliceosomal snRNAs are assembled with specific proteins, forming the snRNP 

complexes. In addition to snRNPs, spliceosome activity also depends on the assembly of 

several other non-snRNP proteins such as the SR proteins (see Section 1.3.3) and 

DExH/D-box RNA ATPases/helicases (Long and Caceres, 2009; Staley and Woolford, 

2009). 

 

 1.2.2 – Basic cis-acting elements 

To carry out intron removal, the spliceosome must recognise the exact sites of the 

exon/intron and intron/exon boundaries, known as the 5’ and 3’ splice sites (ss), respec-

tively (Figure 1.1). The pre-mRNA provides information to define these boundaries. Gen-
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Figure 1.2: The splicing cycle (Figure from(Will and Lührmann, 2011). Spliceosomal as-

sembly complexes are named according to the metazoan nomenclature. Boxes and solid 

lines represent exons and introns, respectively. The branch point adenosine (BP) is indicat-

ed by the letter A. 

 

1.3 – Alternative pre-mRNA splicing 

Alternative pre-mRNA splicing is a variation of splice site usage among pre-

mRNAs of the same gene. As a consequence, the same gene is able to produce different 

mRNAs, which can impact protein production. Hence, alternative splicing (AS) provides 

an excellent way to control gene expression.  

AS events were uncovered soon after the discovery of pre-mRNA splicing in 1977 

(Berget et al., 1977), with studies of the adenovirus 2 gene (Chow et al., 1977). Chow and 
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colleagues found that the adenovirus 2 gene was not only spliced but also alternatively 

spliced, giving rise to different mRNA isoforms (Chow et al., 1977). After this initial dis-

covery, additional studies, from individual gene analyses to genome-wide surveys, con-

cluded that alternative splicing is a widespread phenomenon in higher eukaryotes 

(Kornblihtt et al., 2013). For instance, 95% of human multi-exon genes are alternatively 

spliced (Pan et al., 2008). In Arabidopsis, more than 61% of intron-containing genes are 

known to undergo AS, and this frequency is likely to increase, especially if more plant tis-

sues and variable growth conditions are studied (Marquez et al., 2012).  

All in all, alternative splicing is essential and advantageous for eukaryotes 

(Artamonova and Gelfand, 2007; Mastrangelo et al., 2012). Its control is considerably 

complex and to understand it, it is important to have a closer look at how splice site selec-

tion occurs. In this section, the mechanisms and evolution of AS are reviewed, whereas 

consequences and important advantages of AS are discussed in Section 1.4. 

 

 1.3.1 – Types of alternative splicing events 

Exons that are always included and introns that are always removed from the final 

mRNA are considered constitutive/canonical (Black, 2003). Pre-mRNAs can be alterna-

tively spliced through the selection of alternative splice sites to generate different mRNAs 

from the pre-mRNAs of the same gene. There are five main types of alternative splicing 

events (Figure 1.3): 

A) Intron retention (Figure 1.3A). This splicing event refers to a ‘failure’ in remov-

ing an intron from the pre-mRNA.  

B–C) Alternative splice-site usage. Exons and introns can also be lengthened or 

shortened by selection of different 5’ (donor) or 3’ (acceptor) splice sites (ss). For example, 

in a hypothetical exon (Figure 1.3B), the 5’ splice site ‘y’ is most commonly used and de-
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fines the 3’ boundary of such exon. Usage of an alternative 5’ ss that is 20 nt upstream 

within that exon (splice site ‘x’) removes 20 nt of it (Figure 1.3B). This also applies to al-

ternative 3’ splice site selection (Figure 1.3C). 

D–E) Alternative exon (Figure 1.3D and Figure 1.3E). Alternative or cassette ex-

ons are either included or skipped (Figure 1.3D) in different transcripts. A relatively rare 

type of alternative splicing is mutually exclusive splicing (Figure 1.3E), which is the selec-

tion of only one exon from two or more adjacent cassette exons such that only one exon in 

the group is included at a time. 

F) Cryptic intron (Figure 1.3F). A sequence unusually removed from within an ex-

on is known as cryptic intron. 

 

 

Figure 1.3: Types of AS events. Exons are open boxes and introns are straight fine black 

lines. Diagonal fine lines represent splicing events, where AS events are shown in red.  

A) Intron retention; B) and C) alternative 5’ and 3’ splice site usage, respectively; D) and 

E) represent two types of AS events using cassette exons; F) cryptic intron. 
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In cases when genes exhibit multiple alternative splicing sites within their sequenc-

es, these are generally used in a combinatorial manner to produce many different mRNAs 

(Black, 2003). In addition to these normal (cis-) splicing events, genes can undergo an unu-

sual form of RNA splicing known as trans-splicing. This unusual mechanism, not neces-

sarily carried out by the spliceosome, is responsible for processing different pre-mRNA 

molecules into one final mRNA (Bonen, 1993; Herai and Yamagishi, 2010). These hybrid 

mRNAs are common and essential in nematodes and trypanosomes (Lücke et al., 1996; 

Blumenthal, 2012) but rare in plants and humans, where they may impact upon human 

health (Herai and Yamagishi, 2010). 

 

 1.3.2 – Additional cis-acting elements: splicing enhancers and silencers 

Strong splice sites are those containing canonical cis-acting elements (mentioned in 

Section 1.2.2), where, for example, there is a high degree of complementarity between the 

5’ ss and U1 snRNA and the branch point and U2 snRNA. Weak splice sites contain se-

quence variations from the canonical cis elements, which result in less efficient recognition 

by the spliceosome and decreased splicing. Although strong or weak splice sites can be 

predicted by comparison to consensus sequences it is, however, generally not enough in-

formation to predict splicing activity in vivo. Additional cis- and trans-acting elements can 

collaborate to enhance or repress splicing of a particular splice site (Black, 2003).  

The additional cis regulatory elements affecting splicing are termed according to 

their location (exon or intron) and function (enhancement or silencing usage of a site): ex-

onic splicing enhancers (ESEs), exonic splicing silencers (ESSs), intronic splicing enhanc-

ers (ISEs), and intronic splicing silencers (ISSs) (Figure 1.4). These elements are diverse in 

sequence as they serve as binding sites for trans-acting factors, which then interact with the 

spliceosome. The exonic elements are embedded within nucleotides that also code for pro-
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tein and affect splice sites over short distances. The intronic elements are usually present 

near the polypyrimidine tract, branch point or 5’ splice site, and they can interfere with 

splice site selection over much longer distances compared to exonic elements (Black, 

2003).  

 

 

Figure 1.4: Simplified schematic diagram of some cis- and trans-acting regulatory sequenc-

es in the pre-mRNA (modified from(Kornblihtt et al., 2013). ISS, intronic splicing silencers; 

ESE, exonic splicing enhancer; ESS, exonic splicing silencers; ISE, intronic splicing en-

hancers. Two main families of trans-acting regulatory proteins are shown: SRs and 

hnRNPs (see Section 1.3.3). These regulatory proteins interact with components of the 

spliceosome (shown in green) either activating or inhibiting splicing.  

 

Splicing enhancers and silencers, under the control and availability of trans-acting 

factors, are also essential for defining exons and introns. Yeast genes, for example, have 

very small introns and frequently have intron-defining sequences that enhance spliceosome 

assembly around the intron (Ellis et al., 2008). In animals, large intron sequences (often 

tens of thousands of bp) separate relatively small exons. In this case, exon defining se-

quences can recruit splicing machinery components onto the splice sites around an exon, 

thus identifying the exon prior to interaction of these components across the intron and 

spliceosome formation (Reddy, 2007).  

Overall, alternative splicing control through cis-acting factors is complex. Splicing 

enhancers and silencers are often found clustered to make a combination of regulatory se-
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quences that mediate both positive and negative regulation (Black, 2003). To know if the 

splicing regulation will be positive or negative, it will depend on a series of factors such as 

the abundance and activity of the trans-acting population available (see below). 

 

 1.3.3 – Additional trans-acting splicing elements: regulatory proteins 

Trans regulatory proteins bind to splicing enhancers and/or silencers to activate or 

inhibit the use of splice sites, respectively. They mostly include serine/arginine-rich pro-

teins (SR) and heterogeneous nuclear ribonucleoproteins (hnRNP) (Schwartz et al., 2008).  

The SR proteins are involved in both constitutive and alternative splicing of pre-

mRNAs. They also have additional roles in, for example, transcription, mRNA export and 

translation (Long and Caceres, 2009). These proteins have one or two conserved domain 

structure(s) at the N-terminus for interacting with specific (pre-)mRNA molecules, known 

as RNA Recognition Motifs (RRMs). At the C-terminus, they have a domain for protein 

interaction, which is variable in length and rich in serine/arginine dipeptide, termed the 

RS domain (Black, 2003). The RS domain can be highly phosphorylated, which controls 

protein localisation and activity. Other proteins containing RS-domains can also function 

in pre-mRNA splicing, but because they lack a conserved RRM domain they are referred 

to as SR-like or SR-related proteins (Long and Caceres, 2009).  

Generally, SR proteins enhance splicing through binding to splicing enhancers 

(ESEs and ISEs) (Black, 2003). When SR proteins bind to ESEs, they mostly trigger 

spliceosome assembly and prevent exon skipping, thus providing a mechanism for defining 

exons. ISEs are also recognised by SR proteins, a process which plays a role in intron defi-

nition (Ellis et al., 2008). A small subset of SR proteins can act as negative splicing regula-

tors, for instance when binding to ISSs (Black, 2003; Long and Caceres, 2009).  
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The hnRNP proteins are also involved in both constitutive and alternative pre-

mRNA splicing, with additional roles, for instance in telomere maintenance and mRNA 

export (He and Smith, 2009). They are a diverse group of regulators constituted of a num-

ber of proteins that bind RNAs via RNA binding domains which are usually RRM or K 

Homology (KH) domains, while protein interaction domains are normally repeats of Arg-

Gly-Gly tripeptides (known as RGG boxes) but it can also contain auxiliary domains, such 

as a glycine-, acidic- or proline-rich domain (Busch and Hertel, 2012).   

In most cases, hnRNP proteins inhibit splicing through binding to splicing silencers 

(ESS and ISS, Figure 1.4). The mechanisms by which hnRNPs repress splicing can differ 

between transcripts and proteins (Black, 2003). The hnRNPs can: i) interfere with spliceo-

some assembly; ii) interfere with splicing activation by preventing SR proteins from bind-

ing to adjacent ESEs; or iii) interact with other hnRNPs through dimerisation, which can 

create an isolating loop which keeps exons or splice sites away from the splicing apparatus. 

In a few examples, hnRNPs act as positive splicing regulators, depending on their posi-

tions relative to the regulated splice site (Black, 2003; Xue et al., 2009; Busch and Hertel, 

2012). 

The polypyrimidine tract-binding (PTB) proteins are a class of hnRNP splicing fac-

tors, mainly involved in tissue-specific repression of exons, but also of polyadenylation and 

mRNA stability (Sawicka et al., 2008). They contain four RRM domains that often bind to 

the polypyrimidine tract of regulated 3’ splice sites. The mechanisms by which PTB pro-

teins repress splicing can be by looping out exon sequences or competing against U2AF for 

binding to the polypyrimidine tract and thus, inhibiting splicing (Black, 2003). On rare oc-

casions, PTB proteins can also enhance splicing, depending on their position relative to the 

target exons (Kafasla et al., 2012). 

In addition to the complex combination of cis-acting factors mentioned previously 

(Section 1.3.2), the intricate control of AS also depends on the combination of trans-acting 
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factors. First, many trans-acting factors can act as both enhancers and suppressors of splic-

ing depending on their relative abundance, sequence and position of their target sites in the 

pre-mRNA (Black, 2003). Second, expression and activity states (regulated by PTMs) of 

many splicing regulators vary in different cells, tissues, developmental stages or under dif-

ferent conditions. Thus, the abundance and activity of splicing regulators affect splicing 

outcomes. Thirdly, the expression of many splicing factor genes are also under tight regu-

lation, often by alternative splicing, pointing to networks of splicing factors and splicing 

regulation (Black, 2003).   

 

 1.3.4 – Epigenetic and transcriptional control of alternative splicing 

Recently, a new dimension in the regulation of alternative splicing was revealed 

with the demonstration that splicing is not only regulated by splicing factors, but also by a 

more complex process involving epigenetics and transcription (Luco and Misteli, 2011; 

Kornblihtt et al., 2013). As mentioned previously (Section 1.1.3), most splicing events oc-

cur co-transcriptionally, through a physical link between elongating RNA pol II and splic-

ing factors. In such functional coupling, a key player is the RNA pol II CTD, as it is 

known to recruit splicing factors, as well as poly(A) cleavage factors, to the sites of tran-

scription in a phosphorylation pattern-dependent manner (Gómez Acuña et al., 2013). 

Moreover, RNA pol II is physically linked to the chromatin, which allows for a coupling 

between splicing, transcription and epigenetic regulation. Two main models explain how 

epigenetic chromatin marks and transcription can affect alternative splicing. 

1) ‘Kinetic model’. In this model, RNA pol II elongation rate can affect splicing. 

For example, a slow elongation rate or pausing of RNA pol II allows more time for a weak 

upstream exon to recruit the splicing machinery before the splicing sites of a stronger com-

peting downstream exon are transcribed (Luco and Misteli, 2011). There are two main 
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ways in which the RNA pol II elongation rate is affected: by modifying the phosphoryla-

tion state of RNA pol II CTD and/or through chromatin remodelling and modification 

(Luco and Misteli, 2011). In the latter, histones can serve as a barrier, slowing down RNA 

pol II elongation rate (Hodges et al., 2009). Interestingly, DNA sequences containing con-

stitutive exons have significantly higher histone density than sequences coding for alterna-

tive exons, contributing to exon definition (Schwartz et al., 2009). Additionally, constitu-

tive and alternative exons have different histone modification marks, which can result in 

different chromatin unwinding patterns and consequently interfere with the accessibility 

and rate of RNA pol II, once again affecting exon definition (Luco and Misteli, 2011). 

2) ‘Recruitment model’. This model describes splicing factors as being recruited by 

either the RNA pol II CTD, an example being the SR protein Srsf3 (Das et al., 2007), or 

through epigenetic information. In the latter, histone marks are recognised and bound by 

specific chromatin-binding proteins (adaptors), which in turn can influence the recruitment 

of splicing regulators to the nascent RNA, thus driving the splicing outcome (Luco and 

Misteli, 2011). The discovery of an ‘adaptor complex’ is based on analyses of several PTB-

dependent genes. The best example is the work carried out by Luco and colleagues in hu-

man cells. They discovered that the chromatin-binding adaptor protein Mrg15 reads his-

tone marks on different genes and recruits PTB proteins to bind ESSs on nascent pre-

mRNAs, resulting in exclusion of the corresponding exon (Luco et al., 2010).  

To conclude, in addition to the complex combination of cis- and trans-acting splic-

ing factors, epigenetics and transcription contribute to a new level of alternative splicing 

control. This new knowledge contributes to our understanding of the complexity in estab-

lishing and maintaining numerous alternative splicing programmes that are highly tissue-

specific and developmentally regulated (Luco and Misteli, 2011).  
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 1.3.5 – The splicing code  

The ‘splicing code’ is the ultimate collection and integration of all information 

about regulation of different splicing events that can then be used to predict splicing out-

comes in different tissues and developmental stages. Therefore, a splicing code must bring 

together information such as i) the strength of splice sites; ii) intron and exon size and 

presence of secondary structures; iii) splicing enhancers and silencers; iv) complex spatial 

and temporal combinations of active trans-acting splicing factors; v) spatial and temporal 

patterns of epigenetic marks and transcriptional effects on splicing.  

Recent efforts to achieve a splicing code in mammals involved the analyses of al-

ternatively spliced exons across different tissues and developmental stages, which allowed 

the characterisation of several splicing motifs and a splicing prediction with 65–90% accu-

racy (Barash et al., 2010). The splicing code, however, is far from being deciphered. Emerg-

ing experimental and computational tools should be able to gather more information of the 

combinatorial features that control splicing, including relevant epigenetic and transcrip-

tional data, to finally permit a more comprehensive and systematic analysis to decipher the 

code (Luco and Misteli, 2011). It is also important to carry out such studies in other organ-

isms, such as plants (Reddy et al., 2012b). Ultimately, the splicing code will allow for pre-

dictions of alternative splicing with high accuracy, as well as any effects from mutations 

within regulatory elements (Barash et al., 2010). 

 

 1.3.6 – The evolution of alternative splicing 

Before learning about the functions and roles of AS, it is essential to analyse why 

AS evolved. The evolution of AS is an area which is subject to several controversies main-

ly because many observations of specific evolutionary events are taken out of a more gen-

eral context (Artamonova and Gelfand, 2007). For instance, point mutations in splice sites 



          26 Chapter 1 

can weaken them, increasing the chances for alternative splicing to occur. However, this 

situation is further complicated by cis- and trans-acting regulators, intron and exon size 

constraints, and epigenetics and transcriptional effects, which add extra layers of complexi-

ty to alternative splicing evolution (Artamonova and Gelfand, 2007).  

Alternative splicing was present in the common ancestor of eukaryotes and it is 

currently prevalent in complex multicellular eukaryotes but rare in unicellular eukaryotes 

(Keren et al., 2010), which suggests that AS is important in contributing to higher eukary-

ote complexity. This observation is corroborated by the considerable expansion of splicing 

regulatory proteins in higher eukaryotes, such as SR proteins and  hnRNPs (Busch and 

Hertel, 2012). The functional relevance of widespread AS events in higher eukaryotes can 

be confirmed by conservation analysis. However, a closer look at AS conservation among 

eukaryotic species has not found high levels of conservation (Artamonova and Gelfand, 

2007; Keren et al., 2010). For instance, a large-scale comparison of AS between humans 

and mice suggests that alternative exons are less conserved than constitutive exons 

(Takeda et al., 2008). Additionally, a wider analysis using multiple organs and different 

vertebrate species identified that the AS profiles of equivalent interspecies organs have di-

verged to the extent that the alternative transcripts are significantly more species-specific 

than organ-specific (Barbosa-Morais et al., 2012).  

The low conservation of AS events can be explained by different theories. A radical 

theory suggests that alternative regions are simply evolutionary intermediates that occur 

during transition to constitutive states, either by intron/exon loss or gain. However, evolu-

tion is rarely explained by a simple and dogmatic theory (Artamonova and Gelfand, 2007). 

Several lines of evidence suggest that AS is not a temporary remnant of evolution but ra-

ther an essential and actively regulated mechanism that provides a basis for selection to 

improve eukaryotic complexity. First, the rapid evolution of alternative splicing can be an 

advantage to speciation (Barbosa-Morais et al., 2012). Additionally, the faster creation of 
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more AS isoforms provides more material for the selection of beneficial variants 

(Artamonova and Gelfand, 2007). Of course, faster creation is inevitably followed by rapid 

loss of AS isoforms, especially those that are not significantly beneficial to the species. This 

new and frequent generation of AS isoforms could expand the coding capacity of the ge-

nome. Moreover, new AS events could also generate isoforms that are removed from the 

cell by mRNA surveillance mechanisms, controlling mRNA levels. Taking all this ad-

vantages into account, cells have evolved mechanisms to control alternative splicing in a 

spatial and temporal manner, providing an extra level of gene expression control.  

 

1.4 – Functions and roles of alternative splicing 

Briefly, the primary consequence and function of AS is to affect protein expression. 

This can be achieved qualitatively and/or quantitatively. Regarding qualitative control, AS 

increases the possible number of protein isoforms, which can have different functions. 

Concerning quantitative control, AS can regulate protein expression levels by modifying 

how well an mRNA is translated and/or decreasing mRNA stability and targeting it for 

degradation (Black, 2003; Huang and Steitz, 2005; Stamm et al., 2005; Reddy, 2007).  

 The ultimate roles of AS for eukaryotes are diverse and can range from opposite 

extremes such as causing disease to being used for gene therapy. AS can also be involved 

in stress responses and developmental control. It has a tremendous impact on eukaryotes 

and it contributes to their complexity, shaping their evolution (Rogozin et al., 2012).  

 

 1.4.1 – Function of AS: increased proteome diversity  

Proteome diversity is considerably increased by AS through the production of 

mRNA variants coding for proteins with different activity, localisation, stability and ability 

to interact with other proteins and substrates. In order to achieve this, AS usually occurs in 
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the coding sequence (CDS) and produces alternative mRNAs that are still translatable, 

functional and able to reach the cytoplasm. Therefore, such AS should not be random but 

tightly regulated (Stamm et al., 2005).  

Overall, AS tends to maintain core protein structure, generating subtle protein 

modifications (Stetefeld and Ruegg, 2005; Kelemen et al., 2013). Additionally, these modi-

fications tend to avoid disrupting sequences coding for protein domains; rather, they com-

pletely include or remove domains (Artamonova and Gelfand, 2007; Colantoni et al., 

2013). However, major changes can also occur, such as the extreme cases of 12 genes in 

Drosophila melanogaster that are able to code for two (or more) proteins with no overlapping 

residues, i.e. no coding exon is shared between the alternative mRNAs (Misra et al., 2002). 

Another fascinating example of increased protein diversity through AS comes from 

studies of the down syndrome cell adhesion molecule (DSCAM) gene in D. melanogaster, which 

codes for protein receptors located on the surface of neurons. Extensive protein diversity is 

crucial to nervous system development because it provides a unique signature that avoids 

self-crossing of axons (Celotto and Graveley, 2001; Venables et al., 2012). DSCAM is able 

to provide this protein diversity by virtue of AS. This gene has the potential to produce up 

to 38,016 mRNA isoforms, each encoding a different protein (Schmucker et al., 2000). This 

impressive number is nearly three times greater than the total number of protein coding 

genes in D. melanogaster! The gene structure of DSCAM is a key element in contributing to 

this stunning potential. It has 20 constitutive exons and groups of 12, 48, 33 and 2 mutual-

ly exclusive exons, allowing different combinations of exons in the final mRNA. In each 

mutually exclusive group of exons, competing secondary structures allow only one exon to 

be included at a time, which varies among tissues and developmental stages (Celotto and 

Graveley, 2001; Graveley, 2005; Hemani and Soller, 2012).  
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 1.4.2 – Function of AS: regulation of mRNA and protein levels 

 In addition to increased proteome diversity, AS can fine-tune protein expression 

levels. This quantitative control can be exerted due to AS events in either the coding or un-

translated regions of pre-mRNAs and hinders mRNA nuclear export, modifies mRNA 

translatability and stability. In eukaryotes, this control of expression is essential, being in-

volved in several situations like stress and development (Staiger and Brown, 2013). Such 

AS is especially crucial when altered protein levels are needed despite opposing transcrip-

tional behaviour (Dutertre et al., 2011). 

 The AS effect on mRNA translation usually occurs through inclusion of cis-

elements such as RNA secondary structures that increase or reduce translation efficiency  

(Jacobs et al., 2012). One of the strongest effects on mRNA translatability is the removal or 

insertion of an upstream translation initiation codon (uAUG), which creates an upstream 

open reading frame (uORF) in the 5’ untranslated region (UTR). According to the ribo-

some scanning model, uAUGs interfere with or prevents translation initiation of down-

stream AUGs (Kozak, 2005). A genome-wide analysis in Saccharomyces cerevisiae showed 

that transcripts with uORFs have significantly lower levels of their corresponding proteins 

than transcripts without uORFs (Yun et al., 2012). Regulation of the inclusion of uORFs 

through AS is crucial to regulating many eukaryotic mRNAs. Essentially, uORFs prevent 

harmful overproduction of proteins with regulatory functions (Kochetov et al., 2008). For 

example, in mammalian spermatogenic cells, almost all genes are overexpressed, which 

would cause deleterious phenotypes if they were all efficiently translated (Kleene, 2001; 

Kochetov et al., 2008). To avoid protein overexpression, pre-mRNAs of these genes under-

go AS that retain uAUGs (uORFs), which does not occur in somatic cells (Kleene, 2001). 

This AS control reduces mRNA translation to healthy levels, relieving the consequences of 

protein overexpression. 
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Alternative uAUGs/uORFs can increase proteome diversity. In this case, uAUGs 

in the same reading frame increase the number of translation start sites. Alternative trans-

lational start sites create protein isoforms that differ at their N-terminus, which can have 

an impact on the function of the protein (Kochetov et al., 2008). Additionally, in some cas-

es the protein translated from a uORF can be functional, thereby further increasing the di-

versity of proteins from such genes (Calvo et al., 2009).  

However, uORFs can also hinder translation of the functional ORF completely or 

even cause the ribosome to stall on the mRNA. These mRNAs are considered ‘non-

functional’ because they cannot be translated into functional proteins. They are easily rec-

ognised and degraded by complexes such as the No-Go Decay, in the case of mRNAs with 

stalled ribosomes, or Nonsense Mediate Decay (NMD) pathway, a system that degrades 

most ‘non-functional’ mRNAs (McGlincy and Smith, 2008; Harigaya and Parker, 2010).  

The most abundant class of ‘non-functional’ mRNAs which are subjected to degra-

dation through the NMD process are those containing premature termination codons 

(PTCs) in the CDS. Such PTCs can arise from mutations in the DNA, errors of transcrip-

tion or splicing, RNA editing, or regulated AS. PTC-containing mRNAs can code for 

truncated and potentially harmful proteins and are therefore mostly removed from the cell. 

The precise and brilliant mechanism by which the NMD machinery discriminates between 

functional mRNAs and most uORF- and PTC-containing mRNAs varies among eukary-

otes, but some of the core components are conserved (Conti and Izaurralde, 2005; Nyikó et 

al., 2013). Higher eukaryotes have proteins bound to exon–exon junctions after splicing, 

known collectively as the Exon Junction Complex (EJC). These EJCs are normally re-

moved by the first translating ribosome (Chang et al., 2007). In PTC-containing mRNAs, 

EJCs > 50–55 nt downstream of the PTC enhance the activation of NMD (McGlincy and 

Smith, 2008; Nyikó et al., 2013). In this EJC-dependent NMD pathway, up-frameshift 

(UPF) proteins UPF2 and UPF3 are part of the EJC and interact with the ribosome which 
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is paused at the PTC and recruits translation termination factors. UPF1 is then recruited as 

the first step in degradation of the transcript (Chang et al., 2007). In yeast, the NMD pro-

tein UPF1 also promotes proteolysis of the nascent polypeptide, ensuring that the unsafe 

protein fragment does not interfere in cellular processes (Kuroha et al., 2009).  

Functional mRNAs are usually not recognised by the NMD machinery because 

their stop codons are frequently present in the last exon (Nagy and Maquat, 1998). A sec-

ond mechanism to trigger NMD is now recognised in a wide range of species, which is 

NMD due to long 3’ UTRs (Kalyna et al., 2012). In normal mRNAs, the ribosome reaches 

the authentic translation stop codon where it recruits the translation release factors and an 

interaction occurs between the ribosome, eRF and poly(A) binding proteins (PABP) bound 

to the poly(A) region. This interaction is the signal to tell the ribosome that it has reached 

the end of the mRNA and to release the mRNA and polypeptide chain. If a PTC occurs in 

the transcript, depending on where this occurs, the interaction with PABP proteins will be 

prevented or impaired (e.g. by an unusually long 3’ UTR), leading to recruitment of UPF 

proteins and NMD (Rebbapragada and Lykke-Andersen, 2009). Additionally, an mRNA 

that contains uORF can also be subject to NMD (Nyikó et al., 2009). The ribosome can 

begin translation at a uAUG and when it reaches the uORF stop codon it can trigger 

NMD by the long 3’ UTR or EJC-dependent mechanism. Finally, functional or alterna-

tively spliced mRNAs with 3’ UTR introns can also be degraded by NMD if the splice site 

junction/EJC is > 55 nt from the authentic stop codon (McGlincy and Smith, 2008).   

Alternative splicing can generate PTC-containing transcripts which are targeted by 

NMD. This process has been termed Regulated Unproductive Splicing and Translation 

(RUST) (Lareau et al., 2007). One example is the SR and hnRNP proteins that can regulate 

their own splicing so as to produce mRNAs targeted for NMD (McGlincy and Smith, 

2008). This negative feedback control allows for crucial homeostatic or oscillatory levels of 

these splicing factors (example in Section 1.8.1) (McGlincy and Smith, 2008).  
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There are also ways by which AS can regulate mRNAs. For example, AS can regu-

late the presence of miRNA-binding sites on the mRNA, consequently affecting mRNA 

stability (Kelemen et al., 2013). Additionally, AS can affect mRNA sub-cellular localisa-

tion, targeting it to different compartments, depending on the stimulus (Kelemen et al., 

2013). 

In summary, transcript and protein levels can be altered co- or post-

transcriptionally through AS. This is most often achieved by inclusion of uORFs or PTCs 

in the mRNA, which typically affects mRNA translation and stability, respectively. Re-

garding mRNA stability, NMD is the most common mechanism that degrades PTC-

containing transcripts, avoiding production of proteins with partially disrupted domains, 

which could act as dominant negatives. Overall, quantitative control of gene expression 

through AS is crucial to physiological and developmental processes. Therefore, several 

mRNAs previously regarded as ‘non-functional’ or having ‘splicing errors’ actually have a 

key role, for their regulated synthesis helps to control protein levels and, consequently, cell 

responses.  

 

 1.4.3 –Alternative splicing in diseases 

Pre-mRNA splicing must occur in a very precise and controlled way if a gene is to 

be expressed correctly. In humans, most erroneously spliced transcripts are removed by the 

cell but some remain, and can constitute either the cause or consequence of diseases (Tazi 

et al., 2009). Disease-related AS events are mostly caused by point mutations and deletions, 

but they also occur when there are changes in the cell microenvironment such as low pH 

or hypoxia (Kelemen et al., 2013). For example, AS of Cyr61, coding for a matricellular 

protein with proangiogenic capabilities, is induced under hypoxia, which has potential bio-

logical consequences in breast cancer progression (Hirschfeld et al., 2009). Interestingly, of 
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cluding HBII52. As a consequence, no functional receptor is expressed, which ultimately 

causes the clinical features seen in patients with Prader–Willi syndrome (Tazi et al., 2009). 

The involvement of AS in cancer is greatly studied. A large number of splicing al-

terations occur in tumourigenesis and despite most of them resulting from the malignant 

phenotype, some AS events are required for cancer formation and development (Tazi et al., 

2009). In fact, all steps of cancer progression depend on AS, including cell cycle control, 

survival, and metastasis (David and Manley, 2010). An interesting example is the AS of 

apoptotic genes in cancer cells. AS of these genes often results in isoforms with opposing 

roles that either promote or prevent cell death (Schwerk and Schulze-Osthoff, 2005). This 

phenomenon was initially observed in the b-cell lymphoma x (BCLX) gene in humans. The 

BCLX pre-mRNA can be alternatively spliced into BCLX long (BCLXL) or BCLX short 

(BCLXS) transcripts, coding for proteins with anti- and pro-apoptotic activities, respective-

ly. The long isoform is obtained when the alternative 5’ ss of intron 2 is used, lengthening 

exon 2 to encode an additional 63 amino acids (Boise et al., 1993). AS in cancer cells in-

creases production of the long isoform, subsequently increasing cell survival. This can be 

used as a therapeutic target, as artificially synthesised oligonucleotides that bind to the al-

ternative 5’ ss used in BCLXL blocks splicing cleavage at this site (David and Manley, 

2010). As a consequence, splicing of the upstream 5’ ss (used in the BCLXS transcripts) is 

enhanced, inducing apoptosis (Mercatante et al., 2002).  

Individual and genome-wide studies of disease-related AS have assisted in deci-

phering the splicing code. This knowledge allows the development of splicing-based thera-

peutic approaches. These therapies can be achieved by using small-molecules, antisense 

oligonucleotides, or introducing trans-splicing events that reverse splicing of target genes or 

create new splicing patterns to treat genetic disorders and alleviate symptoms (Wang and 
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Cooper, 2007). Therefore, AS is not only the cause or consequence of many diseases, but 

also a solution. 

 

 1.4.4 – Alternative splicing in developmental control 

AS has a crucial role in the development of multicellular eukaryotes. In fact, almost 

all genes involved in metazoan development are alternatively spliced (Lopez, 1998). These 

alternatively spliced forms are expressed at particular times and in specific tissues, and they 

either have significant differences in function that control major developmental decisions 

or provide subtle but selectively advantageous fine-tuning roles in developmental control 

(Lopez, 1998).  

AS controls genes in eukaryote development from before birth/germination until 

after death (Kelemen et al., 2013), but the majority of AS changes occur when there is a 

pronounced change in morphology, for instance the transition from embryo to larva 

(Irimia et al., 2009). In humans, AS is especially crucial to genes that contribute to neu-

ronal differentiation (Grabowski, 2011) and testis development (Yeo et al., 2004), but it al-

so plays a significant role in the epithelial-to-mesenchymal transition (Biamonti et al., 

2012) and heart development (Xu et al., 2005), among many others. 

The best example of developmental control through AS comes from studies of the 

sex determination pathway in D. melanogaster. In female flies, this pathway begins with the 

presence of two X chromosomes that confer early expression of the active, full-length sex-

lethal (Sxl) protein (Black, 2003; Venables et al., 2012). Sxl is a transcription factor and 

splicing regulator, which also regulates its own splicing in a positive feedback loop. It binds 

near the alternative exon 3 of the SXL pre-mRNA, which contains a premature stop co-

don. This binding leads to exon 3 skipping, which allows the full-length Sxl protein to be 

expressed (Black, 2003). Subsequently, active Sxl represses genes of male organ develop-
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ment and activates genes dictating female organ development. Conversely, males are not 

able to produce early active Sxl nor skip exon 3 of the same gene, so that only truncated 

and inactive Sxl protein is present (Black, 2003; Venables et al., 2012). In the absence of 

active Sxl, the gene expression cascade for male development is initiated. The continuation 

of the sex determination pathway in both males and females has more examples of gene 

AS control, for instances transformer and doublesex (Black, 2003; Venables et al., 2012). 

 

1.5 – Alternative splicing in plants 

 Although current AS knowledge indicates that AS is essential for higher eukaryotes 

in general, most of this knowledge comes from studies in metazoans. In fact, plant AS was 

considered rare until a decade ago (Reddy, 2007). Recent work confirms that it is also 

common and essential in plant gene expression, generating complex transcriptome and 

proteome diversity (Reddy, 2007; Syed et al., 2012). However, the magnitude of the latter 

role in the plant genome remains to be uncovered (Severing et al., 2009; Severing et al., 

2011). The recently discovered high frequency of AS in Arabidopsis (Marquez et al., 2012) 

has also been described in other plant species, including crops (Staiger and Brown, 2013). 

 

 1.5.1 – Characteristics of AS in plants compared to animals 

A number of AS differences are observed between plants and animals and the larg-

est difference is related to the frequency of different AS types (Table 1.1). The most com-

mon type of AS event in plants is intron retention, which is rare in animals. In contrast, 

alternative exons are relatively rare in plants, but the most common type of AS in animals. 

Accordingly, intron-definition is significantly more common in plants (Xiao et al., 2007), 

whereas exon-definition is more prevalent in animals (McGuire et al., 2008), thus elucidat-

ing their preference for type of AS. The evolutionary reason for these differences are poorly 
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understood but may reflect both differences in gene structure and technical consequences. 

For example, the majority of plant introns are relatively short (e.g. 80% of Arabidopsis in-

trons are between 80 and 120 nt) and when RNA is extracted for cDNA synthesis, tran-

scripts which have not been completely spliced might enter EST databases as cases involv-

ing IRs. In animals, where many introns are thousands of nt in length, such transcripts are 

not captured. In addition, it is reasonably clear that alternative exons allow for greater pro-

tein diversity than intron retention, like the example of alternative exons in the DSCAM 

gene (detailed in Section 1.4.1) (McGuire et al., 2008). In plants, greater protein diversity is 

easily achieved through whole or partial genome duplications, which are not common in 

animals, as well as gene duplications and therefore reduce the need for a high frequency of 

alternative exons in plants to increase protein diversity (Kim et al., 2008a). 

 

Table 1.1: Extent of alternative splicing in plants and animals. 

Organism AS Intron 
retention c 

Alternative 
exon c 

Alt. 3’ 
and/or 
5’ ss c 

Adds 
PTC c Reference 

Arabidopsis 61% a 40% 3% 31% 50% (Reddy, 2007; Marquez et al., 
2012) 

Rice 48% b 54% 14% 33% 48% (Reddy, 2007; Lu et al., 2010a; 
Zhang et al., 2010) 

Human 95% a 5% 58% 37% 46% (Reddy, 2007; Pan et al., 2008; 
Saltzman et al., 2008) 

Mouse 57% b 2% 16% 8% 43% (Pan et al., 2006; Chacko and 
Ranganathan, 2009) 

a Approximate percentage relative to total number of intron-containing genes. 
b Approximate percentage relative to total number of genes. 
c Approximate percentage relative to total number of AS events. 

 

Additionally, different cis- and trans-acting elements are likely to be involved in AS 

variation between plants and animals. Some possible reasons are: i) plant introns are richer 

in uracil (U) and are significantly smaller when compared to vertebrates (Reddy, 2007; 

Rogozin et al., 2012); ii) the polypyrimidine tract is a strong splicing signal in animals but 
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intermediate in plants (Schwartz et al., 2008); and iii) plants have a higher diversity of splic-

ing-related proteins compared to metazoans (Reddy and Shad, 2011). The presence of 

more than one splicing-related homologue in the Arabidopsis genome is due to several du-

plication events. These close protein homologues might therefore have acquired different 

regulatory splicing activities in evolution. This occurrence is particularly evident among 

the SR proteins genes (Barta et al., 2012). For example, while there is a single ASF splicing 

factor in humans, Arabidopsis has four members of the SF2/ASF-like splicing factor fami-

ly, with distinct expression patterns and activities (Barta et al., 2012). 

There are also several AS similarities between plants and animals. For example, the 

frequency of 5’ (GU) and 3’ (AG) ss usage and their consensus sequences are relatively 

similar among higher eukaryotes (Reddy, 2007; McGuire et al., 2008). Additionally, alter-

native 3’ ss are used approximately two-fold more often than alternative 5’ ss in most 

plants and animals (Marquez et al., 2012; Walters et al., 2013). Thirdly, plants and animal 

genes have more AS events in the 5’ UTR than in the 3’ UTR, which can affect mRNA 

transport, translation and stability (Reddy, 2007). Another example of AS similarity is re-

garding PTC-containing mRNAs. Lastly, about 50% of alternative splicing events in both 

plants and animals introduce PTCs, which potentially target the mRNA to NMD or in-

crease protein diversity (Section 1.4.2) (Reddy, 2007). 

 

 1.5.2 – Function of AS in plants 

 AS was first described in plants many years ago but over the last 5 or so years there 

has been an explosion of studies demonstrating the widespread natures of AS with in-

volvement in many aspects of physiology, development and stress responses (Reddy, 2007; 

Syed et al., 2012; Staiger and Brown, 2013). The first AS event identified in plants was in 

the RIBULOSE-1,5-BISPHOSPHATE CARBOXYLASE/OXYGENASE (RUBISCO) ACTI-
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There are several cases of AS affecting protein localisation in plants. One example 

is the BWMK1 gene in rice, a member of the MITOGEN-ACTIVATED PROTEIN KI-

NASES (MAPK) family. OsBWMK1 pre-mRNA is alternatively spliced and produces tran-

scripts that code for proteins with different sub-cellular localisations (Koo et al., 2007). The 

nuclear OsBWMK1 protein isoform is normally expressed at low levels but its expression 

is induced under stress conditions. Moreover, defence signalling-related molecules induce 

translocation of cytoplasmic OsBWMK1 isoforms to the nucleus (Koo et al., 2007). In the 

nucleus, OsBWMK1 proteins mediate defence responses by activating expression of de-

fence genes (Koo et al., 2009). 

AS controls spatial and temporal expression of numerous genes involved in plant 

development (Iida et al., 2004; Staiger and Brown, 2013). In Arabidopsis, a recent tissue-

specific AS isoform was described for the YUCCA4 gene, which codes for a flavin-

dependent monooxygenase involved in auxin biosynthesis (Kriechbaumer et al., 2012). 

YUCCA4 is expressed in all plant tissues and the fully spliced mRNA codes for a cytoplas-

mic protein. In flowers, however, a different AS event occurs, which produces mRNAs 

coding for an additional C-terminal transmembrane domain (TMD) that enables the trans-

location of the alternative YUCCA4 protein to the Endoplasmic Reticulum membrane 

(Kriechbaumer et al., 2012). Auxin is a major growth hormone in plants and compartmen-

talisation of auxin biosynthesis, by means of tissue-specific YUCCA4 tissue-specific AS is 

crucial to plant development (Kriechbaumer et al., 2012). The above examples illustrate 

some of the processes in which AS is involved and some of the functional consequences of 

AS. For more comprehensive collection of AS in plants see Staiger and Brown (2013). 
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1.6 – The circadian clock  

 Living organisms have had to cope with light/dark and warm/cold cycles every 

day for the past 3.5–4 billion years (Nisbet and Sleep, 2001). The rhythm of these changes, 

explained by the Earth’s rotation, allowed the development of a mechanism that antici-

pates such changes. This mechanism, known as the circadian clock (from Latin ‘circa diem’, 

meaning: approximately a day), can organise the physiology and behaviour of most organ-

isms to optimise their fitness during both day and night (Green et al., 2002; Okamura, 

2004; Chen and McKnight, 2007). 

 In eukaryotes, the circadian clock regulates diverse processes, from the cell cycle to 

locomotor activity (Stoleru et al., 2004b; Chen and McKnight, 2007; Dibner et al., 2010), 

and is so fundamental that disruptions in clock rhythm can cause cancer and various other 

disorders (Dodd et al., 2005; Dubrovsky et al., 2010; Maury et al., 2010; Shi et al., 2013). 

The diversity of processes controlled by the circadian clock further reflects the number of 

genes under its control. Numerous genes have their expression clock-regulated (Hazen et 

al., 2009; Hughes et al., 2012), but only a few genes actually establish and maintain the cir-

cadian clock. The core components of the circadian clock consist of a complex network of 

genes, which are known as clock genes. They are mainly regulated by regulatory feedback 

loops at the transcriptional, epigenetic, translational, post-translational, metabolic, and the 

co- and post-transcriptional levels (Gallego and Virshup, 2007; Sanchez et al., 2011; 

Hughes et al., 2012).  

Circadian rhythm is generated endogenously and the expression of most clock 

genes is not constant, but oscillates in a rhythmic fashion, generating a rhythm with a peri-

od of approximately 24 hours. This 24-hour period often persists even when the organisms 

are subjected to special environmental conditions such as when seasons change or non-

oscillating (free-running) conditions (McClung, 2006). In these cases, clock genes modify 
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their expression peak time (phase) and level (amplitude) (Figure 1.5), without severely dis-

turbing the period, to synchronise (match) their clock to that of the external cue, a process 

called entrainment. Clock entrainment is optimised by the regulation of input genes that 

sense environmental time cues (Zeitgebers). Common examples of zeitgebers are light, 

temperature, DNA damage and food supply (Ashmore and Sehgal, 2003; Millar, 2004; 

James et al., 2008; Oklejewicz et al., 2008; Challet, 2013). Clock input genes modify the 

expression of core clock genes, resetting the clock to the new condition so that metabolic 

output processes (e.g. gene expression, protein modification and changes in metabolite 

levels) are adjusted accordingly. Therefore, the clock always ensures that the organism 

profits optimally from environmental changes. More details of the clock mechanism, in-

cluding its evolution and the role of AS in clock regulation, are given below. 

 

 

Figure 1.5: Putative clock gene expression in light/dark cycles (entraining conditions) and 

constant light (free-running conditions) (Figure modified from(Harmer, 2009). Phase is the 

time of the day when the gene expression reaches its maximum (expression peak). Ampli-

tude is half of the peak-to-trough distance. Period is the time to complete one full cycle. 

 

 1.6.1 – Evolution of the circadian clock 

 Around 2.5–5 billion years ago, extreme levels of ultraviolet irradiation were a se-

rious problem for primitive marine organisms and avoiding it was critical to survival. A 

cyclic ‘escape from light’ mechanism was essential and it might have driven the origin and 
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evolution of a ‘protoclock’ during the Precambrian era (Pittendrigh, 1965; Tauber et al., 

2004). Protection from sunlight was probably achieved by vertical migrations to lower 

ocean depths and/or activation of light-sensing enzymes that repair UV-induced DNA 

damage, such as photolyases (Tauber et al., 2004; Uchida et al., 2010). Additionally, it was 

probably crucial to carry out certain steps of the cell cycle, mainly DNA synthesis, only 

during the night (Hut and Beersma, 2011).  

Two other factors might have contributed to the development and evolution of the 

circadian clock: energy supply and oxygen levels. Regarding the former, photosynthetic 

organisms developed a rhythmic energy-storage behaviour during the day, later used dur-

ing the night, allowing for increased fitness (Hut and Beersma, 2011). As for the latter, 

with increasing oxygen levels, certain organisms, like yeast, developed both oxidative and 

reductive respiratory cycles, which required cyclic DNA defence mechanisms against oxi-

dative damage (Tauber et al., 2004).   

Therefore, organisms developed different circadian metabolic rhythms that fa-

voured their fitness during day and night. The circadian clock presumably originated, 

through a succession of small evolutionary steps, because it efficiently organised these 

chaotic combination of daily behaviours (Tauber et al., 2004). The centralised clock control 

of most metabolic processes together with the clock’s ability to measure time, through a 

self-sustained oscillation, have ultimately allowed for anticipation (planning) of environ-

mental changes (Hut and Beersma, 2011).  

The low conservation of clock proteins among plants, fungi, metazoans, and some 

prokaryotes suggests it originated independently in the ancestors of each one of these line-

ages (Young and Kay, 2001). Despite multiple clock origins, all organisms have adopted 

an autoregulatory genetic network that maintains a self-sustained clock oscillation. This 

network can be rather simple or extremely complex. Higher eukaryotes, in particular, have 
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a highly complex clock regulation and function, driven by gene duplication events (Tauber 

et al., 2004).  

 

 1.6.2 – The cyanobacterial clock 

 In the unicellular world, the most interesting organisms for studies of the clock 

mechanism are cyanobacteria. They are among the oldest organisms on Earth and have 

not changed much since their origin, possibly representing the only direct link with the an-

cient world (Tauber et al., 2004). The cyanobacteria Synechococcus elongatus is the prokaryot-

ic model system for clock studies and has provided great insights into the molecular func-

tion and components of the circadian clock (Mackey et al., 2011). The rather simple core 

clock of Synechococcus is composed of three proteins: KaiA, KaiB, and KaiC (Ishiura et al., 

1998). KaiC, the oldest member (Tauber et al., 2004), has ATPase, autophosphatase and 

autokinase activities (Dong et al., 2010). Autophosphorylation of KaiC is slow and temper-

ature-compensated, and it occurs upon stimulation by KaiA, but KaiC spontaneously 

dephosphorylates when bound to KaiB (Villarreal et al., 2013). KaiC transcription, transla-

tion, and post-translational modifications are cyclic, repeating every 24 hours both in vivo. 

Remarkably, KaiC post-translational modifications are also cyclic in vitro (Nakajima et al., 

2005; Kitayama et al., 2008). KaiABC interactions ultimately mediate rhythmic and topo-

logical changes in the status of the cyanobacterial chromosome, regulating the cell cycle 

and transcription of all genes in S. elongatus (Woelfle and Johnson, 2006; Dong et al., 

2010).  

 

 1.6.3 – The Neurospora crassa clock 

The filamentous fungus Neurospora crassa has an extensively analysed clock system 

(Lakin-Thomas et al., 2011). It serves as an attractive model due to a visible manifestation 
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of its internal clock: rhythmic production of alternating zones of mycelia and conidia every 

24 hours, forming a linear pattern down a glass tube (Figure 1.6) (Baker et al., 2012). This 

growth pattern, controlled by the circadian clock, allows for simple characterisation of core 

clock mutants and identification of clock components.  

 

 

Figure 1.6: Neurospora growth assay for clock studies (Figure modified from(Baker et al., 

2012). Glass tubes containing growth media are inoculated at one end and mycelia grow 

down the tube in a linear fashion. Every 24 hours a developmental switch occurs: mycelia 

growth alternates with the production of asexual conidia, a process controlled by the circa-

dian clock. 

 

The first core clock gene discovered in Neurospora was frequency (FRQ) (Gardner 

and Feldman, 1980; Baker et al., 2012). Transcription of FRQ is induced by the white collar 

complex (WCC), which is formed by the transcription factors white collar 1 (WC1) and 

white collar 2 (WC2) (Crosthwaite et al., 1997; Baker et al., 2012). Upon translation, FRQ 

is stabilised by forming homodimers and binding to FRQ-interacting RNA helicase (FRH) 

(Dunlap et al., 2007). This complex enters the nucleus, allowing FRQ to promote WCC 

phosphorylation, which results in WCC removal from the FRQ promoter. FRQ transcrip-

tion, consequently, is decreased (Baker et al., 2012). At a later time, FRQ becomes hyper-

phosphorylated, which induces FRQ ubiquitination and degradation (He et al., 2003). The 

cycle then reinitiates. 

Regulated AS of FRQ is extremely important in the function of the Neurospora cir-

cadian clock. Temperature regulates AS of an intron located in the 5’ UTR, which con-
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tains an in-frame uORF that gives rise to a longer isoform (FRQL) (Colot et al., 2005). This 

regulation is important for fine-tuning the circadian mechanism because it allows robust 

oscillations under a wide range of temperatures. Furthermore, there is significant conserva-

tion of this AS event within the Sordariaceae family (including Neurospora), confirming the 

importance of AS for the proper regulation of the circadian clock (Colot et al., 2005; 

Sanchez et al., 2011). 

 

 1.6.4 – The Drosophila melanogaster clock 

The D. melanogaster molecular clock is one of the best understood clock mecha-

nisms. Studies of this model have provided several ground-breaking discoveries. For ex-

ample, the first study of a clock mutant was for the period (PER) gene in D. melanogaster and 

it led to the expansion of clock genetics research (Konopka and Benzer, 1971; Zhang and 

Kay, 2010). Moreover, further analyses of the same gene allowed for the first identification 

of AS in a clock gene, described below (Majercak et al., 1999; Sanchez et al., 2011).  

The D. melanogaster clock has two interlocked feedback loops, which function in the 

brain and a variety of peripheral tissues (Benito et al., 2007). The PER gene operates at the 

core of a PER/TIM loop (Figure 1.7A). During the light period, PER is phosphorylated by 

the double-time (DBT) kinase, which targets PER for degradation. During the night, phos-

phorylated PER is stabilised by forming a complex with timeless (TIM) (Yu and Hardin, 

2006). Increased DBT-PER-TIM levels allows for TIM phosphorylation and entry of the 

DBT-PER-TIM complex into the nucleus. Subsequently, this complex removes transcrip-

tion factors, mainly clock (CLK) and cycle (CYC) proteins, from per and tim promoters, 

repressing their transcription. At dawn, the photoreceptor cryptochrome (CRY) binds to 

TIM, resulting in their degradation, followed by degradation of PER (Hardin, 2005; Yu 

and Hardin, 2006). 
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A) PER/TIM loop 

 

B) CLK loop 

 
Figure 1.7: Simplified diagrams of the D. melanogaster clock (Figure modified from(Hardin, 

2005). A) PER/TIM feedback loop. P- represents protein phosphorylation; dashed lines 

and black X’s mean protein degradation. B) CLK loop. In both diagrams, solid and dashed 

lines represent sequential steps in the feedback loops, which can be regulated by additional 

proteins that are not shown; wavy lines show mRNA expression, whereas red X’s shows 

absence of their transcription. 














































































































































































































































































































































































































































































