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A POSTERIORI ERROR ESTIMATE AND ADAPTIVE MESH
REFINEMENT ALGORITHM FOR ATOMISTIC/CONTINUUM
COUPLING WITH FINITE RANGE INTERACTIONS IN TWO
DIMENSIONS

M. LIAO, P. LIN, AND L. ZHANG

Abstract. In this paper, we develop the residual based a posteriori error estimates and the corresponding adaptive mesh refinement algorithm for atomistic/continuum (a/c) coupling with finite range interactions in two dimensions. We have systematically derived a new explicitly computable stress tensor formula for finite range interactions. In particular, we use the geometric reconstruction based consistent atomistic/continuum (GRAC) coupling scheme, which is optimal if the continuum model is discretized by $P^1$ finite elements. The numerical results of the adaptive mesh refinement algorithm is consistent with the optimal a priori error estimates.

1. Introduction

Atomistic/continuum (a/c) coupling methods are a class of computational multiscale methods for crystalline solids with defects that aim to optimally balance the accuracy of the atomistic model and the efficiency of the continuum model [19, 35, 11]. The construction and analysis of different a/c coupling methods have attracted considerable attention in the research community in recent years. Rigorous a priori analysis and systematic benchmark has been done in, for example, [14, 24, 12, 29, 30, 15]. We refer readers to [18, 16] for a review. The study of a/c coupling methods has not only provided an analytical framework for the prototypical problems [9], but also opened avenue for coupling schemes in more complicated physical situations [3, 4, 13].

Like many multiscale methods dealing with defects or singularities, adaptivity is the key for the efficient implementation of a/c coupling methods. In contrast to the a priori analysis, the development of a posteriori analysis for a/c coupling methods are still lagging behind. Although heuristic methods have been proposed in the engineering literature [39, 32, 35]. Previous mathematical justifications are largely limited to one dimension cases [32]. In particular, the residual based a posteriori error bounds for a/c coupling schemes are first derived in [25, 20, 27] by Ortner et al. in one dimension.

In [40], we carried out a rigorous a posteriori analysis of the residual, the stability constant, and the error bound, for a consistent atomistic/continuum coupling method [28] with nearest neighbour interactions in two dimensions. Corresponding
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An adaptive mesh refinement algorithm was designed and implemented based on the a posteriori error estimates, and the convergence rate with respect to degrees of freedom is the same as optimal a priori error estimates. This is the first rigorous a posteriori analysis for a/c coupling method in two dimensions. With the a posteriori error estimates and the adaptive algorithm, we can not only automatically move the a/c interface and adjust the discretization of the continuum region, but also change the size of the computational domain. We have also introduced the so-called “stress tensor correction” technique, which distinguishes the essential difference of high dimensional results compared with previous one dimensional results.

In this paper, we treat the more general case of a/c coupling with finite range interactions, which is physically more relevant and computationally more involved. The a priori analysis of GRAC scheme has been extended from nearest neighbour case in [28] to finite range interactions in [29]. $\ell^1$-minimization is introduced to resolve the issue of non-uniqueness of reconstruction parameters, and a stabilisation mechanism is proposed in [22] to reduce the stability gap between the a/c coupling scheme and the original atomistic model.

The analytical framework for both a priori analysis and a posteriori analysis of a/c coupling methods strongly relies on the stress based formulation. In [21, 26], an explicit formulation of stress tensor is proposed based on a mollified version of line measure supported on the interaction bonds, hence one can obtain an integral representation of finite differences to further derive an integral representation of the first variation of the interaction energy. This representation greatly simplifies the expression of the stress tensor and plays a significant role in the a priori analysis. However, the obtained stress tensor is a function of the continuous space variable, therefore it is difficult to compute in practice, and not suitable for the a posteriori estimates and adaptive computation.

In this paper, we derive a novel expression of the stress tensor for finite range interactions, which is new to the best of our knowledge. The stress tensor is piecewise constant and only depends on a local neighbourhood, therefore it is computable and the assembly cost is linear with respect to the number of bonds. This stress formulation allows for the convenient derivation of a posterior error estimates and efficient implementation of the adaptive algorithms.

The paper is organized as follows. We set up the atomistic to continuum (a/c) coupling models for point defects in §2.1 and introduce the Cauchy-Born continuum model in §2.2. We give a generic form of a/c coupling schemes in §2.3. In §4, we present the stress formulation and the stress tensor assembly algorithm for finite range interactions. In §5, the rigorous a posteriori error estimates based adaptive algorithm is deduced and complemented by numerical experiments. We draw conclusions and make suggestions for future research in §6. Some auxiliary results are given in the Appendix §7.

2. Model Formulation

In this section, We setup an atomistic model for crystal defects in an infinite lattice in the spirit of [9] in §2.1 and then introduce the Cauchy-Born continuum model in §2.2. We give a generic form of a/c coupling schemes in §2.3.

2.1. Atomistic Model.

2.1.1. Atomistic lattice and defects. Given $d \in \{2, 3\}$, $A \in \mathbb{R}^{d \times d}$ non-singular, $A^{\text{hom}} := AZ^d$ is the homogeneous reference lattice which represents a perfect single lattice
crystal formed by identical atoms. \( \Lambda \subset \mathbb{R}^d \) is the reference lattice with some local defects. The mismatch between \( \Lambda \) and \( \Lambda^{\text{hom}} \) represents possible defects \( \Lambda^{\text{def}} \), which are contained in some localized defect cores \( D^{\text{def}} \) such that the atoms in \( \Lambda \setminus D^{\text{def}} \) do not interact with defects \( \Lambda^{\text{def}} \). Vacancy, interstitial and impurity are different types of possible point defects.

2.1.2. Lattice function and lattice function space. Given \( m \in \{1, 2, 3\} \), denote the set of vector-valued lattice functions by

\[ \mathcal{V} := \{ v : \Lambda \to \mathbb{R}^m \} . \]

A deformed configuration is a lattice function \( v \in \mathcal{V} \). Let \( x \) be the identity map, the displacement \( u \in \mathcal{V} \) is defined by \( u(\ell) = y(\ell) - x(\ell) = y(\ell) - \ell \) for any \( \ell \in \Lambda \).

For each \( \ell \in \Lambda \), we prescribe an interaction neighbourhood \( \mathcal{N}_\ell := \{ \ell' \in \Lambda | 0 < |\ell' - \ell| \leq r_{\text{cut}} \} \) with some cut-off radius \( r_{\text{cut}} \). The interaction range \( \mathcal{R}_\ell := \{ \ell' - \ell | \ell' \in \mathcal{N}_\ell \} \) is defined as the union of lattice vectors defined by the finite differences between lattice points in \( \mathcal{N}_\ell \) and \( \ell \). Define the “finite difference stencil” \( Dv(\ell) := \{ D_\rho v(\ell) \}_{\rho \in \mathcal{R}_\ell} := \{ v(\ell + \rho) - v(\ell) \}_{\rho \in \mathcal{R}_\ell} \).

The homogeneous lattice \( \Lambda^{\text{hom}} = \Lambda \mathbb{Z}^d \) naturally induces a simplicial micro-triangulation \( T^a \). In two dimensions, \( T^a = \{ A\xi + \hat{T}, A\xi - \hat{T} | \xi \in \mathbb{Z}^2 \} \), where \( \hat{T} = \text{conv}\{0,e_1,e_2\} \).

Let \( \bar{\zeta} \in W^{1,\infty}(\Lambda^{\text{hom}}; \mathbb{R}) \) be the \( P_1 \) nodal basis function associated with the origin; namely, \( \bar{\zeta} \) is piecewise linear with respect to \( T^a \), and \( \zeta(0) = 1 \) and \( \zeta(\xi) = 0 \) for \( \xi \neq 0 \) and \( \xi \in \Lambda^{\text{hom}} \). The nodal interpolant of \( v \in \mathcal{V} \) can be written as

\[ \bar{v}(x) := \sum_{\xi \in \mathbb{Z}^d} v(\xi) \bar{\zeta}(x - \xi) . \]

We can introduce the discrete homogeneous Sobolev spaces

\[ \mathcal{V}^{1,2} := \{ u \in \mathcal{V} | \nabla \bar{u} \in L^2 \} , \]

with semi-norm \( \| \nabla \bar{u} \|_{L^2} \).

2.1.3. Interaction potential. We consider the general multibody interaction potential of the generic pair functional form \([38]\), which includes the widely used potentials such as EAM (Embedded Atom Method) potential \([\text{EAM}]\) and Finnis-Sinclair model \([10]\). Namely, the potential is a function of the distances between atoms within interaction range and has no angular dependence. For example, for each \( \ell \in \Lambda \), let \( V_\ell(y) \) denote the site energy associated with the lattice site \( \ell \in \Lambda \), the EAM potential reads,

\[ V_\ell(y) := \sum_{\ell' \in \mathcal{N}_\ell} \Phi(|y(\ell) - y(\ell')|) + F \left( \sum_{\ell' \in \mathcal{N}_\ell} \psi(|y(\ell) - y(\ell')|) \right) , \]

\[ = \sum_{\rho \in \mathcal{R}_\ell} \Phi(|D_\rho y(\ell)|) + F \left( \sum_{\rho \in \mathcal{R}_\ell} \psi(|D_\rho y(\ell)|) \right) . \quad (2.1) \]

with the pair potential \( \Phi \), the electron density function \( \psi \) and the embedding function \( F \).

**Remark 2.1.** For convenience, with a slight abuse of notation, we will use \( V_\ell(D_\rho y), V_\ell(|D_\rho y|) \) instead of \( \bar{V}_\ell(\{D_\rho y(\ell)\}_{\rho \in \mathcal{R}_\ell}), \bar{V}_\ell(|\{D_\rho y(\ell)\}_{\rho \in \mathcal{R}_\ell}|) \) when there is no confusion in the context. \( \square \)
We assume that the potential $V_{\ell}(y) \in C^k([\mathbb{R}^d]^{\mathcal{R}_\ell}), k \geq 2$. We also assume that $V_{\ell}(y)$ is homogeneous outside the defect region $D^{\text{def}}$, namely, $V_{\ell} = V$ and $\mathcal{R}_\ell = \mathcal{R}$ for $\ell \in \Lambda \setminus D^{\text{def}}$. Furthermore, $V$ and $\mathcal{R}$ have the following point symmetry: $\mathcal{R} = -\mathcal{R}$, and $V(\{-(y - r)_{r \in \mathcal{R}}\}) = V(y)$.

For an infinite lattice, assume the macroscopic applied strain is $B \in \mathbb{R}^{d \times d}$, we redefine the potential $V_{\ell}(y)$ as the difference $V_{\ell}(y) - V(y_B)$. We denote the energy functional $\mathcal{E}(y)$ as the infinite sum of the redefined potential over $\Lambda$, which is well-defined for $y - y_B \in \mathcal{U}^{1,2}$,

$$\mathcal{E}(y) = \sum_{\ell \in \Lambda} V_{\ell}(y)$$

(2.2)

Under the above conditions, the goal of the atomistic problem is to find a strongly stable equilibrium $y$, such that,

$$y \in \arg\min \{ \mathcal{E}(y) \mid y - y_B \in \mathcal{U}^{1,2} \}. \tag{2.3}$$

$y$ is strongly stable if there exists $c_0 > 0$ such that

$$\langle \delta^2 \mathcal{E}(y)v, v \rangle \geq c_0 \| \nabla v \|_{L^2}^2, \quad \forall v \in \mathcal{U}^{1,2}.$$  

2.2. Continuum model. From the atomistic model, a continuum model can be derived by coarse graining, and computationally it allows for the reduction of degrees of freedom when the deformation is smooth. A typical choice in the multi-scale context is the Cauchy-Born continuum model $\mathbf{36\, 26}$. Let $W : \mathbb{R}^{d \times d} \rightarrow \mathbb{R}$ be a strain energy density function, the Cauchy-Born energy density $W$ is defined by

$$W(F) := \det A^{-1} V(F \cdot \mathcal{R}).$$

2.3. Generic Formulation of Energy Based Atomistic/Continuum Coupling. We give a generic formulation of the a/c coupling method and employ concepts and notation from various earlier works, such as $\mathbf{19\, 35\, 36\, 17\, 29}$, and we adapt the formulation to the settings in this paper.

The computational domain $\Omega_R = \Omega_R^a \cup \Omega_R^c \subset \mathbb{R}^d$ is a simply connected, polygonal and closed set, consists of the atomistic region $\Omega_R^a$ and the continuum partition $\Omega_R^c$, where $R$ is the radius of $\Omega_R$. Given the reference lattice $\Lambda$ with some local defects, we decompose the set $\Lambda^{\text{def}} := \Lambda \setminus \Omega_R^a = \Lambda^a \cup \Lambda^i$ into a core atomistic set $\Lambda^a$ and an interfacial atomistic set $\Lambda^i$ such that $\Lambda \cap D^{\text{def}} \subset \Lambda^a$, where $D^{\text{def}}$ represents the defect core. Let $\mathcal{T}_{h,R}^a$ (respectively $\mathcal{T}_{h,R}^i$) be the canonical triangulation induced by $\Lambda^a$ (respectively $\Lambda^i$), and $\mathcal{T}_{h,R}$ be a shape-regular simplicial partition of the continuum region. We denote $\mathcal{T}_{h,R} = \mathcal{T}_{h,R}^a \cup \mathcal{T}_{h,R}^i \cup \mathcal{T}_{h,R}^c$ as the triangulation of the a/c coupling configuration. Please see Figure 1 for an illustration of the computational mesh.

The space of coarse-grained displacements is,

$$\mathcal{U}_{h,R} := \{ u_h : \Omega_{h,R} \rightarrow \mathbb{R}^m \mid u_h \text{ is continuous and p.w. affine w.r.t. } \mathcal{T}_{h,R}, \quad u_h = 0 \text{ on } \partial \Omega_R \}. $$

The subscript $R$ in the above definitions can be dropped if there is no confusion, for example, we can replace $\mathcal{T}_{h,R}$ by $\mathcal{T}_h$.

Let $\text{vor}(\ell)$ represents the voronoi cell associated with $\ell$ of the homogeneous reference lattice $\Lambda^{\text{hom}} := AZ^d$, for some given non-singular $A \in \mathbb{R}^{d \times d}$. We have $|\text{vor}(\ell)| = \det A$, for each $\ell \in \Lambda^{\text{hom}}$. For each $\ell \in \Lambda$ denote its effective cell as
ν_ℓ (see [28]), let ω_ℓ := |ν_ℓ|/|\text{vor}(ℓ)| be the effective volume associated with ℓ. For each element T ∈ T_h we define the effective volume of T by

\[ ω_T := |T\setminus(\bigcup_{ℓ∈Λ^a}\text{vor}(ℓ))\setminus(\bigcup_{ℓ∈Λ^i}ν_ℓ)|. \]

We note that ω_T = 0 if T ∈ T_h \setminus T_h^a, ω_T = |T| if T ∈ T_h^a \setminus T_h^i, and 0 ≤ ω_T < |T| if T ∈ T_h^i, depends on how we defining ν_ℓ, the effective cell of ℓ ∈ Λ^i. The choices of ν_ℓ and ω_T satisfy \[ \sum_{ℓ∈Λ^a}ν_ℓ + \sum_{T∈T_h}ω_T = |Ω_{h,R}|. \]

Now we are ready to define the generic a/c coupling energy functional \( E^h \),

\[ E^h(y_h) := \sum_{ℓ∈Λ^a}V_ℓ(y_h) + \sum_{ℓ∈Λ^i}ω_ℓV_ℓ^i(y_h) + \sum_{T∈T_h}ω_T W(∇y_h|_T) \quad (2.4) \]

where \( V_ℓ^i \) is a modified interface site potential.

The goal of a/c coupling is to find

\[ y_{h,R} ∈ \text{arg min} \{ E^h(y_h) \mid y_h - y_B ∈ \mathcal{U}_{h,R} \}. \quad (2.5) \]

The subscript R in \( y_{h,R} \) and \( \mathcal{U}_{h,R} \) can be omitted if there is no confusion.

The first variation of the a/c coupling variational problem (2.5) is to find \( y_{h,R} \) such that

\[ \langle δE^h(y_h), v_h \rangle = 0, \quad ∀v_h ∈ \mathcal{U}_{h,R}. \quad (2.6) \]

Spurious artificial force could occur at the interface for energy based coupling even for homogeneous deformation [35], and was dubbed ”ghost force”. The issue of ”ghost force removal” has received considerable attention in the recent years, and consistent a/c coupling methods without ghost force were developed by [36, 7] in one
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3. General GRAC formulation

In this section, we describe the construction of the geometric reconstruction based consistent atomistic/continuum (GRAC) coupling energy for multibody potentials with general interaction range and arbitrary interfaces.

Given the homogeneous site potential \( V_D^{\ell} \), we can represent the interface potential \( V_i^{\ell} \) in (2.4) in terms of \( V_i \). For each \( \ell \in \Lambda^i \), let \( C_{\ell,\rho,\varsigma} \) be free parameters, and define

\[
V_i^{\ell}(y) := V \left( \sum_{\varsigma \in \mathcal{R}_\ell} C_{\ell,\rho,\varsigma} D_{\ell,\varsigma}(y) \right)_{\rho \in \mathcal{R}_\ell},
\]  

(3.1)

A convenient short-hand notation is

\[
V_i^{\ell}(y) = V(C_{\ell} \cdot D_{\ell}(y)), \quad \text{where} \quad \left\{\begin{array}{l}
C_{\ell} := (C_{\ell,\rho,\varsigma})_{\rho,\varsigma \in \mathcal{R}_\ell}, \\
D_{\ell} := (\sum_{\varsigma \in \mathcal{R}_\ell} C_{\ell,\rho,\varsigma} D_{\ell,\varsigma}(y))_{\rho \in \mathcal{R}_\ell}.
\end{array}\right.
\]

We call the parameters \( C_{\ell,\rho,\varsigma} \) as the reconstruction parameters.

To construct consistent a/c coupling energy, we need to enforce the so-called patch tests for the energy functional \( E_h \), namely, energy patch test (3.2) and force patch test (3.4). Those patch tests in turn prescribe conditions (3.3) and (3.6) for the reconstruction parameters \( C \). In general, the reconstruction parameters satisfying patch tests are not unique, an \( \ell^1 \)-minimization technique can be introduced to choose the ”optimal” parameters [29]. Also, a stabilisation mechanism can be applied to improve the stability of the GRAC coupling scheme [22].

3.1. Energy patch test. To guarantee that \( E_h \) approximates the atomistic energy \( E = \sum_{\ell \in \Lambda} V_i(y) \), it is reasonable to require that the interface potentials satisfy an energy patch test

\[
V_i^{\ell}(y^F) = V(y^F), \quad \forall \ell \in \Lambda^i, \quad F \in \mathbb{R}^{m \times d}.
\]

(3.2)

namely, the interface potential coincides with the atomistic potential for uniform deformations.

For the GRAC coupling scheme, a sufficient and necessary condition for the energy patch test is that \( F \cdot \mathcal{R}(\ell) = C_{\ell} \cdot (F \cdot \mathcal{R}) \) for all \( F \in \mathbb{R}^{m \times d} \) and \( \ell \in \Lambda^i \). This is equivalent to

\[
\rho = \sum_{\varsigma \in \mathcal{R}(\ell)} C_{\ell,\rho,\varsigma} \varsigma, \quad \forall \ell \in \Lambda^i, \quad \rho \in \mathcal{R}(\ell).
\]

(3.3)

3.2. Force patch test. We call the following condition the force patch test, namely, for \( \Lambda = \Lambda^{\text{hom}} \) and \( \Phi_{\ell} = \Phi \),

\[
\langle \delta E_h^a(y^F), v_h \rangle = 0, \quad \forall v_h \in \mathcal{U}_h, \quad F \in \mathbb{R}^{m \times d}.
\]

(3.4)

where \( F \) is some uniform deformation gradient. This is saying that there is no artificial ”ghost force” for uniform deformations.

From the general GRAC formulation (2.4), we can decompose the first variation of the a/c coupling energy into three parts,

\[
\langle \delta E_h^a(y^F), v_h \rangle = \langle \delta E^a(y^F), v_h \rangle + \langle \delta E^i(y^F), v_h \rangle + \langle \delta E^c(y^F), v_h \rangle, \quad \forall v_h \in \mathcal{U}_h.
\]

(3.5)
To simplify the notation, we drop the $y^F$ dependence from the following expressions in this section, for example, we write $\delta^a$ instead of $\delta^a(y^F)$, $\nabla_\rho V$ instead of $\nabla_\rho V(Dy^F)$, and so forth. Here, $\nabla_\rho V$ denotes the partial derivative of $V$ with respect to the $D_\rho y$ component. Since $\nabla_\rho V = -\nabla_\rho V$, we only consider half of the directions in the interaction range: fix $\mathcal{R}^+ \subset \mathcal{R}$ such that $\mathcal{R}^+ \cup (-\mathcal{R}^+) = \mathcal{R}$ and $\mathcal{R}^+ \cap (-\mathcal{R}^+) = \emptyset$.

As proposed in [29], a necessary and sufficient condition on the reconstruction parameters $C_\ell$ to satisfy the force patch test (3.4) for all $V \in C^\infty((\mathbb{R}^d)^2)$ is

$$c^\rho_\rho(\ell) + c^\rho_\rho(\ell) + c^\rho_p(\ell) = 0, \quad (3.6)$$

for $\ell \in \Lambda^i + \mathcal{R}$, and $\rho \in \mathcal{R}^+$. The coefficients $c^\rho_\rho(\ell)$, $c^\rho_p(\ell)$ and $c^\rho_p(\ell)$ are geometric parameters with respect to the underlying lattice and the interface geometry, formulated by collecting all the coefficients for the terms $\nabla_\rho V \cdot \phi$ of the first variations of $a/c$ coupling energy as in the following equations (3.7). The interface coefficients $c^\rho_p(\ell)$ depend linearly on the unknown reconstruction parameters $C_{\ell,p,\varsigma}$. Then, by (3.5), we have

$$\left\langle \delta \varepsilon^a, v_h \right\rangle = \sum_{\ell \in \Lambda^* + R} \sum_{\rho \in \mathcal{R}^+} c^\rho_\rho(\ell) [\nabla_\rho V \cdot v_h(\ell)]$$

$$= \sum_{\rho \in \mathcal{R}^+} \sum_{\ell \in \Lambda^* + \rho} \left[ \nabla_\rho V \cdot v_h(\ell) \right] - \sum_{\rho \in \mathcal{R}^+} \sum_{\ell \in \Lambda^* + \rho} \left[ \nabla_\rho V \cdot v_h(\ell) \right],$$

$$\left\langle \delta \varepsilon^i, v_h \right\rangle = \sum_{\ell \in \Lambda^* + R} \sum_{\rho \in \mathcal{R}^+} c^\rho_p(\ell) [\nabla_\rho V \cdot v_h(\ell)]$$

$$= \sum_{\rho \in \mathcal{R}^+} \sum_{\ell \in \Lambda^* + \rho} \left[ C_{\ell - \varsigma, p, \varsigma} - C_{\ell - \varsigma, - \varsigma} \right] \left[ \nabla_\rho V \cdot v_h(\ell) \right]$$

$$- \sum_{\rho \in \mathcal{R}^+} \sum_{\ell \in \Lambda^* + \varsigma} \left[ C_{\ell, p, \varsigma} - C_{\ell, - \varsigma} \right] \left[ \nabla_\rho V \cdot v_h(\ell) \right],$$

$$\left\langle \delta \varepsilon^c, v_h \right\rangle = \sum_{T} \sum_{\rho \in \mathcal{R}^+} \sum_{i=1}^3 2 \left( \omega^T \right) \det A \nabla_\rho V \cdot \phi_i^T \left[ \nabla_\rho V \cdot v_{h,i}^T \right],$$

where $v_{h,i}^T = v(\ell_i^T)$ and $\phi_i^T$ are the three nodal linear bases corresponding to $v_{h,i}^T$, $i = 1, 2, 3$.

The force patch test is automatically satisfied for the atomistic model and the Cauchy-Born continuum model. Therefore, we only need to consider the force consistency for those sites with the extended interface region $\Lambda^i + \mathcal{R} := \{ \ell \in \Lambda : \exists \rho \in \mathcal{R} \}$, such that $\ell = \ell' + \rho$. Therefore (3.6) for $\ell \in \Lambda^i + \mathcal{R}$ together with (3.3) for $\ell \in \Lambda^i$ form a linear system for the unknown parameters $C_{\ell,p,\varsigma}$.

Remark 3.1. In [28, 29], we choose $\omega_i^T = \text{vort}(\ell), \forall \ell \in \Lambda^i$. To reduce the degrees of freedom of the reconstruction parameters and also the number of constraint equations, we can use a variation of the local reflection method in [29]. Namely, we choose $\omega_i^T = \text{vort}(\ell) \cap \Omega^\rho$, and enforce that $C_{\ell,p,\varsigma} = 0$ for $\ell \in \Lambda^i$ and $\ell + \varsigma \in \Omega^\rho$, then we
only need to impose the force balance equation for $(\Lambda^1 + \mathcal{R}) \cap \Lambda^a$. It has been shown that in [29], the linear system for the reconstruction parameters is underdetermined, and up to numerical accuracy, the solution exists and therefore it is not unique.

3.3. Consistency and Optimisation of Reconstruction Parameters. Due to the non-uniqueness of the reconstruction parameters $C_{\ell, \rho, \varsigma}$, we need to choose the ”optimal” parameters. A naive idea is to use a least-squares approach to minimize $\|\mathcal{C}\|_{\mathcal{E}}$,

$$\text{minimize } \sum_{\ell \in \Lambda^1} \sum_{\rho, \varsigma \in \mathcal{R}(\ell)} |C_{\ell, \rho, \varsigma}|^2 \quad \text{subject to (3.3) and (3.6).} \quad (3.8)$$

However, the resulting parameters do not give a convergent method.

It is shown in [21, Thm. 6.1], under the assumptions that $d = 2$ and that the atomistic region $\Omega^a$ is connected, any a/c coupling scheme of the type (2.4) satisfying the energy and force patch tests (3.2), (3.4) is first-order consistent: if $y = y^B$ in $\Lambda \setminus \Omega_R$ and if $\tilde{y}$ is an $H^2_{\text{loc}}$-conforming interpolant of $y$, then

$$\langle \delta \mathcal{E}(y) - \delta \mathcal{E}^h(I_h y), v_h \rangle \leq C_1 \|h \nabla^2 \tilde{y}\|_{L^2(\Omega^1)} \|\nabla v_h\|_{L^2}, \quad (3.9)$$

where $C_1$ is independent of $y$. The dependence of $C_1$ on the reconstruction parameters $C_{\ell}$ is analysed in [29],

$$C_1 \leq C'_1 (1 + \text{width}(\Lambda^1)) \sum_{\rho, \varsigma \in \mathcal{R}} |\rho| |\varsigma| M_{\rho, \varsigma} + C''_1 \quad (3.10)$$

where $M_{\rho, \varsigma} = \max_{\ell \in \Lambda^1} \sum_{\tau, \tau' \in \mathcal{R}(\ell)} |V_{\tau, \tau'}(C_\ell \cdot D y(\ell))| |C_{\ell, \rho, \varsigma}| |C_{\ell, \tau, \varsigma}|$.

$C'_1$ is a generic constant and $C''_1$ does not depend on the reconstruction parameters. Intuitively one may think of

$$M(\ell) := \sum_{\rho, \varsigma} |\rho| |\varsigma| \sum_{\tau, \tau'} |V_{\tau, \tau'}(C_\ell \cdot D y(\ell))| |C_{\ell, \rho, \varsigma}| |C_{\ell, \tau, \varsigma}|$$

to be a realistic ($\ell$-dependent) pre-factor. With generic structural assumption $|V_{\tau, \tau'}(C_\ell \cdot D y(\ell))| \leq \omega(|\tau|) \omega(|\tau'|)$, where $\omega$ has some decay that is determined by the specific interaction potential, see the discussion for an EAM type potential in App.B.2 [26]. We obtain that
This indicates that, instead of \( \|C\|_{\ell^2} \), we should minimize \( \max_{\ell \in \Lambda} \sum_{\rho, \tau} |\rho| |\omega(|\tau|)| C_{\ell, \tau, \rho} \). Further, taking the maximum of \( \ell \in \Lambda \) leads to a difficult and computationally expensive multi-objective optimisation problem. Instead, we propose to minimise the \( \ell^1 \)-norm of all the coefficients:

\[
\minimize \sum_{\ell \in \Lambda} \sum_{\rho, \tau} |C_{\ell, \tau, \rho}| \quad \text{subject to (3.3) and (3.6). (3.11)}
\]

We remark that with the simplifications, the reconstruction parameters only depend on the interaction range, not the particular form of interaction potentials, also, \( \ell^1 \)-minimisation tends to generate “sparse” reconstruction parameters which may present some gain in computational cost in the energy and force assembly routines for \( E_{ac} \).

3.4. Stability and stabilisation. The stability of a/c coupling method is of great importance for numerical analysis and the issue of critical stability is essential for practitioners. The issue of stability and (in)stability of a/c coupling scheme is discussed in detail in [22], in particular, a stabilization mechanism is proposed to reduce the stability gap between the a/c coupling methods and the corresponding atomistic model (ground truth). We sketch those results in this subsection.

We expect a/c coupling method has the following stability estimate of the form,

\[
\langle \delta^2 \phi^h (I_h y) v_h, v_h \rangle \geq c_0 \| \nabla v_h \|_{L_2}^2 \tag{3.12}
\]

together with consistency and other technical assumptions, we can prove the convergence of the a/c coupling method with inverse function theorem with the form \( \| u - u_h \| \leq \text{consistency error}/c_0 \).

Also, we have the observation that for any uniform deformation, the stability constant of a/c coupling method is less or equal to the stability constant of the corresponding atomistic model. This motivate the introduction of the following stabilization of the interface potential,

\[
V'_\ell (y_h) := V\left( C_{\ell} \cdot D y_h(\ell) \right) + \kappa |D_{nn}^2 y_h(\ell)|^2, \tag{3.13}
\]

where \( \kappa \geq 0 \) is a stabilisation parameter, and \( |D_{nn}^2 y_h(\ell)|^2 \) is defined as follows: we choose \( m \geq d \) linearly independent “nearest-neighbour” directions \( a_1, \ldots, a_m \) in the lattice, and denote

\[
|D_{nn}^2 y_h(\ell)|^2 := \sum_{j=1}^m \left| y_h(\ell + a_j) - 2y_h(\ell) + y_h(\ell - a_j) \right|^2.
\]

If \( \kappa \) is \( O(1) \) constant, the stabilization term does not affect consistency, the reconstruction parameters \( C_{\ell} \) are still determined by (3.11). However, the stabilisation
will affect the computation of the stress tensor in the interface region, which we will introduce in the following section. In [22], we have theoretically proved for some symmetric configuration and numerical justified for prototypical examples that such stabilization can reduce the stability gap and suppress spurious critical mode for the a/c coupling methods.

4. STRESS FORMULATION

The stress formulation plays a significant role in the analysis of a/c coupling methods. Given deformation $y - y^B \in \mathcal{Y}^{1,2}$ and an energy functional $\mathcal{E}(y)$, the first Piola-Kirchhoff stress $\sigma(y)$ satisfies

$$\langle \delta \mathcal{E}(y), v \rangle = \int_{\mathbb{R}^d} \sigma(y) : \nabla v \, dx,$$

for any $v \in \mathcal{Y}^{1,2}$.

From the first variation of the a/c energy functional (3.5) and (3.7), we expect to derive its stress formulation, namely, for any $v_h \in \mathcal{Y}_h$,

$$\langle \delta \mathcal{E}^h(y_h), v_h \rangle = \langle \delta \mathcal{E}^a, v_h \rangle + \langle \delta \mathcal{E}^1, v_h \rangle + \langle \delta \mathcal{E}^c, v_h \rangle$$

$$= \int_{\Omega^s} \sigma^a : \nabla v_h \, dx + \int_{\Omega^p} \sigma^1 : \nabla v_h \, dx + \int_{\Omega^c} \sigma^c : \nabla T v_h$$

$$= \int_{\Omega} \sigma^h : \nabla v_h \, dx$$

In this section, we first review the stress tensor formula derived by [26] in § 4.1 which is essential for the a priori analysis, however, this formula is not suitable for the a posteriori estimate. In § 4.2 we introduce a novel computable stress tensor expression, which is convenient for the purpose of a posterior error estimation and adaptive algorithm. We discuss the assembly of stress tensor for our model problem in § 7.1.

4.1. Stress Tensor Formulation in [26]. We first discuss the formula for $\sigma^a$. For simplicity, consider full atomistic energy $\mathcal{E}$ in (2.2). The "canonical weak form" of $\delta \mathcal{E}$ is

$$\langle \delta \mathcal{E}(u), v \rangle = \sum_{\ell \in \Lambda} \sum_{\rho \in \mathcal{R}} V_{\ell,\rho}(u) \cdot D_{\rho} v(\ell), \quad \text{for } v \in \mathcal{Y}^{1,2}$$

(4.1)

Now we define a modified version of the canonical weak form. Let

$$v^* := \tilde{\zeta} \ast \tilde{v}.$$  

(4.2)

The finite differences $D_{\rho} v^*(\zeta)$ can be expressed as in [31],

$$D_{\rho} v^*(\ell) = \int_{s=0}^{1} \nabla_{\rho} v^*(\ell + s\rho) \, ds = \int_{\mathbb{R}^d} \int_{s=0}^{1} \tilde{\zeta}(\ell + s\rho - x) \nabla_{\rho} \tilde{v}(x) \, ds \, dx$$

$$= \int_{\mathbb{R}^d} \chi_{\ell,\rho}(x) \nabla_{\rho} \tilde{v}(x) \, dx$$

(4.3)

where $\chi_{\ell,\rho}$ is a generic weighting function defined as below, can be understood as a mollified version of the line measure.

$$\chi_{\ell,\rho}(x) := \int_{0}^{1} \tilde{\zeta}(\ell + t\rho - x) \, dt$$

(4.4)
Now, we replace the test function in (4.1) from \( v \) to \( v^* \),
\[
\langle \delta \mathcal{E}^i(y), v^* \rangle = \sum_{\ell \in \Lambda^s} \sum_{p \in R} \bar{c}_p \psi_{\ell}\int_{\mathbb{R}^d} \chi_{\ell,p}(x) \nabla p(v(x)) \, dx
\]
\[
= \int_{\mathbb{R}^d} \left\{ \sum_{\ell \in \Lambda^s} \sum_{p \in R} [\bar{c}_p \psi_{\ell} \otimes p] \chi_{\ell,p}(x) \right\} \cdot \nabla v \, dx
\]
Thus, we have shown that for \( y - y^B \in \mathcal{U}_{1,2} \) and \( v \in \mathcal{U} \) with compact support ,
\[
\langle \delta \mathcal{E}^i(y), v^* \rangle = \int_{\mathbb{R}^d} \sigma^a(y; x) : \nabla v \, dx,
\]
with
\[
\sigma^a(y; x) := \sum_{\ell \in \Lambda^s} \sum_{p \in R} [\bar{c}_p \psi_{\ell} \otimes p] \chi_{\ell,p}(x), \quad (4.5)
\]
Through an analogy to the analysis above, \( \langle \delta \mathcal{E}^i(y), v^* \rangle \) could be written as,
\[
\langle \delta \mathcal{E}^i(y), v^* \rangle = \int_{\mathbb{R}^d} \sigma^i(y; x) : \nabla v \, dx,
\]
where
\[
\sigma^i(y; x) := \sum_{\ell \in \Lambda} \sum_{p \in R} [\omega_i \bar{c}_p \psi_{\ell}^i \otimes p] \chi_{\ell,p}(x), \quad (4.6)
\]
Finally, the first Piola-Kirchhoff stress of the Cauchy-Born model gives,
\[
\sigma^c(y; x) = \partial W(\nabla y(x)) \quad (4.7)
\]
By proper regularity assumptions on \( V \) and \( y \), it can be shown that \( \sigma^c(y; x) \) is second order consistent to \( \sigma^a(y; x) \).

The stress tensor expression introduced in this section is important for the a priori analysis of Cauchy-Born continuum model in \([20]\) and blended a/c coupling method \([12]\). However, since \( \sigma^a(y; x) \) and \( \sigma^i(y; x) \) depend on \( x \) through \( \chi_{\ell,p}(x) \), it is relatively difficult to calculate the value of them, which is crucial for the a posteriori error estimates and adaptive algorithm. In the next section, we will introduce a computable expression of stress tensor.

4.2. A Computable Stress Tensor Formulation. For the nearest neighbour interactions \([40]\), we use the canonical expressions of \( \delta \mathcal{E} \) (\( \delta \mathcal{E}^h \)) to define \( \sigma^a \) (\( \sigma^h \)). In that case, \( \sigma^a \) (\( \sigma^h \)) is piecewise constant over the triangulation \( \mathcal{T}_a \) (\( \mathcal{T}_h \)). In this section, we will extend this formulation to general finite range interactions.

Consider the canonical weak form of \( \delta \mathcal{E}^i \) in (4.1), instead of replacing \( v \) with \( v^* \), we distribute \( D_p v \) to relevant triangles in order to transfer the sum with respect to atoms to the sum over elements in the micro-triangulation \( \mathcal{T}_a \) induced by the reference lattice \( \Lambda \). We express \( D_p v \) as,
\[
D_p v(\ell) = \sum_{T \in \mathcal{T}_a^p} \omega_p^T(T) \nabla T v \cdot \rho \quad (4.8)
\]
where \( \mathcal{T}_a^p := \{ T \in \mathcal{T}_a | \text{length}(T \cap (\ell, \ell + p)) > 0 \} \) is the set which contains the elements that form the compact support of bond \( (\ell, \ell + p) \), \( \omega_p^T(T) \) is an appropriate weight function. The implementation details for two dimensional triangular lattice will be discussed in detail in §7.1.
For any \( y - y^B \in \mathcal{U}^{1,2} \), \( v \in \mathcal{U}^{1,2} \),
\[
\langle \delta \mathcal{E}(y), v \rangle = \sum_{\ell \in \Lambda} \sum_{p \in \mathcal{R}_\ell} \partial_p V_\ell \cdot D_p v
\]
\[
= \sum_{\ell \in \Lambda} \sum_{p \in \mathcal{R}_\ell} \partial_p V_\ell \cdot \left( \omega_\rho \left( \sum_{b = (\ell, \ell + p) \cap T \neq \emptyset} \nabla_T v \right) \cdot \rho \right)
\]
\[
= \sum_{\ell \in \Lambda} \sum_{p \in \mathcal{R}_\ell} \frac{2 |T|}{\det A} \partial_p V_\ell \otimes \rho : \left( \omega_\rho \sum_{b = (\ell, \ell + p) \cap T \neq \emptyset} \nabla_T v \right)
\]
\[
= |T| \sum_{T \in \mathcal{T}_h} \sum_{p \in \mathcal{R}_\ell} \frac{1}{\det A} \sum_{b = (\ell, \ell + p) \cap T \neq \emptyset} 2 \omega_\rho \partial_p V_\ell \otimes \rho : (\nabla_T v), \forall v \in \mathcal{U}
\]
\( \omega_\rho^T(T) \) represents the contribution of the value of \( \partial_p V(\nabla_T y_h) \otimes \rho \) from element \( T \), which depends on the specific type of \( \rho \in \mathcal{R} \).

Recall from (2.4) and (3.1), the GRAC a/c coupling energy functional is of the form
\[
\mathcal{E}^{ch}(y_h) := \sum_{\ell \in \Lambda^*} V_\ell(y_h) + \sum_{\ell \in \Lambda} \omega_\ell V_\ell^T(y_h) + \sum_{T \in \mathcal{T}_h} \omega_T W(\nabla_T y_h | T)
\]
with
\[
V_\ell^T(y) := V_\ell \left( \left( \sum_{c \in \mathcal{R}_\ell} C_{\ell, p, c} \rho \chi(y(\ell)) \right) \right)
\]

With the decomposition of the first variation of GRAC in (3.5), the first variation of the interface energy \( \mathcal{E}^I \) has the following form,
\[
\langle \delta \sum_{\ell \in \Lambda} \omega_\ell V_\ell^T(y_h), v_h \rangle = \langle \delta \sum_{\ell \in \Lambda} \omega_\ell V_\ell \left( \left( \sum_{c \in \mathcal{R}_\ell} C_{\ell, p, c} \rho \chi(y(\ell)) \right) \right), v_h \rangle
\]
\[
= \sum_{\ell \in \Lambda} \omega_\ell \sum_{p \in \mathcal{R}_\ell} \partial_p V_\ell \cdot \left( \sum_{c \in \mathcal{R}_\ell} C_{\ell, p, c} \chi \left( \sum_{b = (\ell, \ell + p) \cap T \neq \emptyset} \nabla_T v_h \right) \right)
\]
\[
= \sum_{\ell \in \Lambda} \omega_\ell \sum_{p \in \mathcal{R}_\ell} \sum_{c \in \mathcal{R}_\ell} \partial_p V_\ell C_{\ell, p, c} \cdot \left( \omega_\chi \left( \sum_{b = (\ell, \ell + p) \cap T \neq \emptyset} \nabla_T v_h \right) \right)
\]
\[
= \sum_{\ell \in \Lambda} \frac{2 \omega_\ell |T|}{\det A} \sum_{c \in \mathcal{R}_\ell} \sum_{p \in \mathcal{R}_\ell} \left( \sum_{c \in \mathcal{R}_\ell} C_{\ell, p, c} \partial_p V_\ell \otimes \chi \right) : \left( \omega_\chi \sum_{b = (\ell, \ell + p) \cap T \neq \emptyset} \nabla_T v_h \right)
\]
\[
= \sum_{T \in \mathcal{T}_h} \frac{|T|}{\det A} \sum_{c \in \mathcal{R}_\ell} \sum_{p \in \mathcal{R}_\ell} \left( \sum_{c \in \mathcal{R}_\ell} C_{\ell, p, c} \omega_\chi \partial_p V_\ell \otimes \chi \right) : (\nabla_T v_h)
\]
(4.10)

Consider the continuum model, for any \( y_h - y^B \in \mathcal{U}_h \), \( v_h \in \mathcal{U}_h \), we have
\[
\langle \delta \mathcal{E}^{ac}(y_h), v_h \rangle = \sum_{T \in \mathcal{T}_h} |T| \partial W(\nabla_T y_h)
\]
(4.11)
\[
= \sum_{T \in \mathcal{T}_h} |T| \sum_{p \in \mathcal{R}} \partial_p V(\nabla_T y_h) \otimes \rho : \nabla_T v_h,
\]
(4.12)
Adding the stabilization term as in (3.13), we are ready to obtain the first variation of the (stabilized) GRAC coupling method,

\[
\langle \delta \sigma^h(y_h), v_h \rangle = \sum_{T \in T_h} \frac{|T|}{\det A} \sum_{p \in R_t} \sum_{b=(t, t+p) \cap T \neq \emptyset} 2\omega_T \omega_p^T(T) \partial_p V^h \otimes \rho : (\nabla_T v_h) + \sum_{T \in T_h} \frac{\omega_T}{\det A} \sum_{p \in R} \partial_p V(\nabla_T y_h) \otimes \rho : \nabla_T v_h,
\]

\[
+ C_{\text{stab}} \sum_{T' \in T_h} \sum_{\zeta \in R_{nn} | = (t, t+\zeta) \cap T' \neq \emptyset} 2\omega_T^\zeta(T) \\mathrm{d}^3_{mn}(\ell, \zeta) \otimes \zeta : \nabla_T v_h,
\]

(4.13)

where \( \partial_p V^h \) := \{ \sum_{k \in R_t} C_{\ell, k, p} \partial_k V_t, \ \ell \in \Lambda^a \)

and

\[
\mathrm{d}^3_{mn}(\ell, \zeta) = -y_h(\ell + 2\zeta) + 3y_h(\ell + \zeta) - 3y_h(\ell) + y_h(\ell - \zeta)
\]

\( C_{\text{stab}} \) is a constant equal to 1 if stabilisation is applied, and 0 otherwise.

We can define the atomistic stress tensor \( \sigma^a \) (with respect to micro-triangulation \( T_a \)), the continuum stress tensor \( \sigma^c \), and the a/c stress tensor \( \sigma^h \) by the following first variations of different models,

\[
\langle \delta \sigma^a(y), v \rangle = \sum_{T \in T_a} |T| \sigma^a(y; T) : \nabla_T v, \forall v \in \mathcal{W},
\]

(4.14)

\[
\langle \delta \sigma^c(y_h), v_h \rangle = \sum_{T \in T_h} |T| \sigma^c(y_h; T) : \nabla_T v_h, \forall v_h \in \mathcal{W}_h,
\]

(4.15)

\[
\langle \delta \sigma^h(y_h), v_h \rangle = \sum_{T \in T_h} |T| \sigma^h(y_h; T) : \nabla_T v_h, \forall v_h \in \mathcal{W}_h.
\]

(4.16)

From the above discussions, we have the following ”canonical” choices for \( \sigma^a \), \( \sigma^c \) and \( \sigma^h \).

\[
\sigma^a(y; T) := \frac{1}{\det A} \sum_{p \in R_t} \sum_{b=(t, t+p) \cap T \neq \emptyset} 2\omega_T \omega_p^T(T) \partial_p V_t \otimes \rho,
\]

(4.17)

\[
\sigma^c(y_h; T) := \frac{1}{\det A} \sum_{p \in R} \partial_p V(\nabla_T y_h) \otimes \rho,
\]

(4.18)

\[
\sigma^h(y_h; T) := \frac{1}{\det A} \left( \sum_{p \in R_t} \sum_{b=(t, t+p) \cap T \neq \emptyset} 2\omega_T \omega_p^T(T) \partial_p V^h \otimes \rho + \frac{\omega_T}{|T|} \sigma^c(y_h; T) \right)
\]

\[
+ C_{\text{stab}} \sum_{\zeta \in R_{nn} | = (t, t+\zeta) \cap T' \neq \emptyset} 2\omega_T^\zeta(T) \mathrm{d}^3_{mn}(\ell, \zeta) \otimes \zeta.
\]

(4.19)
However, the stress tensors defined through (4.14)-(4.16) are not unique due to the following results.

**Definition 1.** We call piecewise constant tensor field \( \sigma \in P_0(\mathcal{T})^{2\times 2} \) divergence free if
\[
\sum_{T \in \mathcal{T}} |T| \sigma(T) : \nabla_T v = 0, \forall v \in (P_1(\mathcal{T}))^2.
\]

**Corollary 4.1.** By definitions (4.16), it is easy to know that the force patch test condition (3.4) is equivalent to that \( \sigma^f(y_F) \) is divergence free for any constant deformation gradient \( F \).

The discrete divergence free tensor fields over the triangulation \( \mathcal{T} \) can be characterized by the non-conforming Crouzeix-Raviart finite elements [28, 21]. The Crouzeix-Raviart finite element space over \( \mathcal{T} \) is defined as
\[
N_1(\mathcal{T}) = \{ c : \bigcup_{T \in \mathcal{T}} \text{int}(T) \to \mathbb{R} \mid c \text{ is piecewise affine w.r.t. } \mathcal{T}, \text{ and continuous in edge midpoints } q_f, \forall f \in \mathcal{F} \}
\]

The following lemma in [28] characterizes the discrete divergence-free tensor field.

**Lemma 4.2.** A tensor field \( \sigma \in P_0(\mathcal{T})^{2\times 2} \) is divergence free if and only if there exists a constant \( \sigma_0 \in \mathbb{R}^{2\times 2} \) and a function \( c \in N_1(\mathcal{T})^2 \) such that
\[
\sigma = \sigma_0 + \nabla c J,
\]
where \( J = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \in \text{SO}(2) \).

The following corollary provides a representation of the stress tensors defined in (4.14)-(4.16).

**Corollary 4.3.** The stress tensors in the definitions (4.14)-(4.16) are not unique. Given any stress tensor \( \sigma \in P_0(\mathcal{T})^{2\times 2} \) satisfies one of the definitions (4.14)-(4.16), where \( \mathcal{T} \) is the corresponding triangulation. Define the admissible set as \( \text{Adm}(\sigma) := \{ \sigma + \nabla c J, c \in N_1(\mathcal{T})^2 \} \), then any \( \sigma' \in \text{Adm}(\sigma) \) satisfies the definition of stress tensor.

### 5. Adaptive Algorithms and Numerical Experiments

We have derived the following a posteriori estimate in [40, Theorem 3.1]: let \( y_h \) be the a/c solution, for any \( v \in \mathcal{V}^{1,2} \), the residual \( R[v] = \langle \delta \mathcal{E}(I_a y_h), v \rangle \) is bounded by the sum of the following estimators,
\[
\langle \delta \mathcal{E}(I_a y_h), v \rangle \leq (\eta_T(y_h) + \eta_M(y_h) + \eta_C(y_h)) \| \nabla v \|_{L^2} \tag{5.1}
\]
where \( \eta_T \) is the truncation error estimator (the \( L^2 \) norm of the atomistic stress tensor close to the outer boundary), \( \eta_M \) is the modelling error estimator (the difference of a/c stress tensor and atomistic stress tensor), and \( \eta_C \) is the coarsening error (jump of a/c stress tensor across interior edges). They are given by
\[
\eta_T(y_h) := C_1 \| \sigma^a(I_a y_h) - \sigma^B \|_{L^2(\Omega_R \setminus B_{R/2})}, \tag{5.2}
\]
where \( \sigma^B = \frac{1}{\det A} \sum_{\rho \in R} \partial \rho V(Ba) \otimes \rho. \)
\[ \eta_M(y_h) := C_2 \left\{ \sum_{T \in \mathcal{T}_h} |T| \left[ \sigma^a(I_a y_h, T) - \sum_{T' \in \mathcal{T}_h, T' \cap T = \emptyset} \frac{|T'|}{|T|} \sigma^h(y_h, T') \right]^2 \right\}^{1/2} \] (5.3)

\[ \eta_C(u_h) := C_3 \left( \sum_{f \in F_h} (h_f[\sigma^h])^2 \right)^{1/2} \] (5.4)

where \( C_1, C_2, \) and \( C_3 \) are independent of \( R \) and \( u_h \), actually \( C_3 = \sqrt{3}CC_{T_h}^T \) depends only on the shape regularity of \( \mathcal{T}_h \).

In this section, we will propose an adaptive mesh refinement algorithm for finite range interactions based on the a posteriori error estimates (5.1). Numerical experiments show that our algorithm achieves an optimal convergence rate in terms of accuracy vs. the degrees of freedom, which is also consistent with the optimal a priori error estimates.

5.1. Adaptive mesh refinement algorithm. We will develop the adaptive mesh refinement algorithm for GRAC method with finite range interactions. In [40], we have designed the adaptive algorithm for GRAC with nearest neighbour interaction. In the nearest neighbor case, there exists a special set of reconstruction parameters [28]. However, with finite range interactions, we have to apply \( \ell^1 \)-minimisation to solve the reconstruction parameters from (3.3) and (3.6). Furthermore, we need to stabilize the coupling scheme by adding a stabilization term at the interface region, which will effectively add a second order term to the interface stress tensor. We will compare the effects of \( \ell^1 \) minimization and stabilization in numerical experiments.

5.1.1. Stress tensor correction. By (4.17)-(4.19), the error estimators \( \eta_T, \eta_M, \) and \( \eta_C \) depend on the stress tensors \( \sigma^h \) and \( \sigma^a \), which are unique up to divergence free tensor fields by Lemma 4.2. In principle, we need to minimize \( \tilde{\eta}(\sigma^a(I_a y_h), \sigma^h(y_h)) = \eta_T(y_h) + \eta_M(y_h) + \eta_C(y_h) \) with respect to all the admissible stress tensors.

\[ \langle \delta \mathcal{E}(I_a y_h), v \rangle \leq \min_{c_a \in N_1(\mathcal{T}_h)^2, c_h \in N_1(\mathcal{T}_h)^2} \tilde{\eta}(\sigma^a(I_a y_h) + \nabla c_a J, \sigma^h(y_h) + \nabla c_h J) \| \nabla v \|_{L^2}. \] (5.5)

To save computational power, we can choose a ”good” a/c stress tensor instead of the ”optimal” one. A ”good” a/c stress tensor should satisfy the following natural conditions:

- Equal to the atomistic stress tensor in the atomistic domain.
- Equal to the continuum stress tensor for uniform deformation.

Then, we choose \( c_a \equiv 0 \) and \( c_h(q_f) = 0 \) in [5.5], where \( q_f \) is the midpoint of \( f \in F_h, f \cap \Lambda_i = \emptyset \). Also, since \( \eta_T \) and \( \eta_C \) are higher order contributions to the estimator, we only need to minimize the modeling error \( \eta_M \) with respect to the degrees of freedom of \( \sigma^h \) adjacent to the interface.

We propose the following algorithm Algorithm 5.1 for approximate stress tensor correction:

**Algorithm 5.1. Approximate stress tensor correction**

1. Take \( \sigma^a(I_a y_h) \) and \( \sigma^h(y_h) \) as the canonical forms in (4.17) and (4.19) respectively.
(2) Denote $q_f$ as the midpoint of $f \in \mathcal{F}_h$, $f \cap \Lambda_i \neq \emptyset$. $c_h$ minimizes the following sum

$$
\sum_{T \in \mathcal{T}} |T| \left[ \sigma^a(I_{ayh}, T) - (\sigma^h(I_{ayh}, T) + \nabla c_h J) \right]^2
$$

subject to the constraint that $c_h(q_f) = 0$, for $f \cap \Lambda_i = \emptyset$.

(3) Let $\sigma^h(y_h) = \sigma^h(y_h) + \nabla c^h J$, compute $\eta_M$, $\eta_T$ and $\eta_C$ with $\sigma^a(I_{ayh})$ and $\sigma^h(y_h)$.

5.1.2. Local error estimator. We can evaluate the global estimator $\eta$ by computing its three components individually. These components correspond to different operations in the adaptive algorithm. The value of truncation error $\eta_T$ is determined by the domain size. As the size of the computational domain becomes larger, we have smaller $\eta_T$. Hence, we regard $\eta_T$ as a criterion to control the domain size.

Values of the modelling error $\eta_M$ and the coarsening error $\eta_C$ indicate local error contributions, and we need to assign $\eta_M$ and $\eta_C$ to local elements properly.

We define

$$
\eta_M(T, T^a) := |T^a \cap T| \left[ \sigma^a(I_{ayh}, T^a) - \sum_{T \in \mathcal{T}_h, T^a \cap T \neq \emptyset} \frac{|T^a \cap T|}{|T^a|} (\sigma^h(y_h, T^a)) \right]^2
$$

for $T^a \in \mathcal{T}_h$, then let

$$
\eta_M(T) = \sum_{T^a \in \mathcal{T}_h, T^a \cap T \neq \emptyset} \eta_M(T, T^a), \text{ for } T \in \mathcal{T}_h.
$$

$$
\eta_C(T) = \sqrt{3} C_{T_h} C_{T_h}' \sum_{f \in \mathcal{F}_h, T \in \mathcal{T}_h} \frac{1}{2} (h_f \| \sigma^h_f \|)^2.
$$

Once all the local estimators are assigned, we are ready to define the indicator $\rho_T$:

$$
\rho_T = (C_{T_h}^T)^2 \eta_M(T) + (\sqrt{3} C_{T_h} C_{T_h}')^2 \eta_C(T). \tag{5.7}
$$

Notice that the sum of local estimators $\rho_T$ together with truncation error $\eta_T$ is equal to the global estimator $\eta$. The constants $C_{T_h}^T$, $C_{T_h}'$ in (5.7) are not known a priori, instead, we use their empirical estimates in the numerical implementation.

Here is the main algorithm Algorithm 5.2, where the Dörfler adaptive strategy [6] is adopted.

**Algorithm 5.2.** A posteriori mesh refinement with size control.

*Step 0 Set $\Omega_{R_0}$, $\mathcal{T}_h$, $N_{\text{max}}$, $\rho_{\text{tol}}$, $\tau_1$, $\tau_3$ and $R_{\text{max}}$.*

*Step 1 Solve: Solve the a/c solution $y_{h,R}$ of (2.5) on the current mesh $\mathcal{T}_{h,R}$.*

*Step 2 Estimate: Carry out the stress tensor correction step in Algorithm 5.1 and compute the error indicator $\rho_T$ for each $T \in \mathcal{T}_h$, including the contribution from truncation error $\eta_T$. Set $\rho_T = 0$ for $T \in \mathcal{T}_{h \cup \Lambda}$. Compute the degrees of freedom $N$, error estimator $\rho_T$ and $\rho = \sum_{T} \rho_T$. Stop if $N > N_{\text{max}}$ or $\rho < \rho_{\text{tol}}$ or $R > R_{\text{max}}$. *

*Step 3 Mark:*

*Step 3.1: Choose a minimal subset $\mathcal{M} \subset \mathcal{T}_h$ such that

$$
\sum_{T \in \mathcal{M}} \rho_T \geq \frac{1}{2} \sum_{T \in \mathcal{T}_h} \rho_T.
$$


Step 3.2 : We can find the interface elements which are within $k$ layers of atomistic distance, $M^k := \{ T \in M \cap T^k : \text{dist}(T, \Lambda^1) \leq k \}$. Choose $K \geq 1$, find the first $k \leq K$ such that
\[ \sum_{T \in M^k} \rho_T \geq \tau_1 \sum_{T \in M} \rho_T, \]  
with tolerance $0 < \tau_1 < 1$. If such a $k$ can be found, let $M = M \setminus M^k$.

Then in step 3, expand interface $\Lambda_i$ outward by $k$ layers.

Step 4 Refine: If (5.8) is true, expand interface $\Lambda_i$ outward by one layer. If $\eta_T \geq \tau_3 \rho$, enlarge the computational domain. Bisect all elements $T \in M$. Stop if $\eta_T \eta_M + \eta_N \geq \tau_2$, otherwise, go to Step 1.

5.2. Numerical Experiments. We present the numerical experiments with the following model problem. We consider the two dimensional triangular lattice $\Lambda^{\text{hom}} := AZ^2$ with
\[ A = \begin{bmatrix} 1 & \cos(\pi/3) \\ 0 & \sin(\pi/3) \end{bmatrix}. \]  

Let $a_1 = (1,0)^T$, then $a_j = A_6^{-1} a_1, j = 1, \ldots, 6$, are the nearest neighbour directions in $\Lambda^{\text{hom}}$, where $A_6$ is the rotation matrix corresponding to a $\pi/3$ clockwise planar rotation. Let $N = \{ a_i \}_{i=1}^6$ denote the set of nearest neighbour interacting bonds. Given the cut-off radius $r_{\text{cut}}$, then each interaction direction $\rho \in R$ can be uniquely represented as $\rho = \alpha a_i + \beta a_{i+1}$, where $\alpha \geq 0, \beta \geq 0, \alpha + \beta \leq r_{\text{cut}}$ and $a_i \in N$.

Recall the EAM potential defined in (2.1). Let
\[ \phi(r) = \exp(-2a(r-1)) - 2\exp(-a(r-1)), \quad \psi(r) = \exp(-br) \]
with parameters $a = 4.4, b = 3, c = 5$ and $\bar{\rho} = 6\exp(-b)$, which is the same as the numerical experiments in the a priori analysis of GRAC method [29].

To generate a defect, we remove $k$ atoms from $\Lambda^{\text{hom}}$,
\[ \Lambda_k^{\text{def}} := \{-k(2)e_1, \ldots, (k/2-1)e_1\}, \quad \text{if} \quad k \quad \text{is even}, \]
\[ \Lambda_k^{\text{def}} := \{-(k-1)/2e_1, \ldots, (k-1)/2e_1\}, \quad \text{if} \quad k \quad \text{is odd}, \]
and $\Lambda = \Lambda^{\text{hom}} \setminus \Lambda_k^{\text{def}}$.

For $\ell \in \Lambda$, consider the next nearest neighbour interaction, $N_\ell := \{ \ell' \in \Lambda | 0 < |\ell' - \ell| \leq 2 \}$, and interaction range $R_\ell := \{ \ell' - \ell | \ell' \in N_\ell \} \subseteq \{ a_j, j = 1, \ldots, 18 \}$. The defect core $D^{\text{def}}$ can be defined by $D^{\text{def}} = \{ x : \text{dist}(x, \Lambda_k^{\text{def}}) \leq 2 \}$, $\Lambda \setminus D^{\text{def}}$ is the first layer of atoms around $\Lambda_k^{\text{def}}$.

5.2.1. Di-vacancy. In this section, we numerically justify the performance of the proposed adaptive mesh refinement algorithm. We take the same di-vacancy example in [29], namely, setting $k = 2$ for $\Lambda_k^{\text{def}}$. We apply isotropic stretch $S$ and shear $\gamma_{II}$ by setting
\[ B = \begin{pmatrix} 1 + S & \gamma_{II} \\ 0 & 1 + S \end{pmatrix}, \]
where $F_0 \bar{X}$ minimizing the Cauchy-Born energy density $W$, $S = \gamma_{II} = 0.03$. 

5.2.2. Micro-crack. In the microcrack experiment, we remove a longer segment of atoms, \( A_{11}^{\text{def}} = \{-5e_1, \ldots, 5e_1\} \) from the computational domain. The body is then loaded in mixed mode I & II, by setting

\[
B := \begin{pmatrix} 1 & \gamma_{\text{II}} \\ 0 & 1 + \gamma_{\text{I}} \end{pmatrix} \cdot F_0.
\]

where \( F_0 \neq I \) minimizes \( W \), and \( \gamma_{\text{I}} = \gamma_{\text{II}} = 0.03 \) (3% shear and 3% tensile stretch).

We take \( \tau_3 = 0.7 \) in the numerical implementation of Algorithm 5.2. We compare results with and without stabilisation and also with different optimisation approaches to obtain the reconstruction parameters.

From the numerical results in Figures 3 - 6, we can see that the least square method for the reconstruction parameters does not converge at all. For the \( \ell^1 \)-minimisation approach without stabilisation, there exist large errors in the pre-asymptotic regime, though the solutions tend to converge with increasing degree of freedom. For \( \ell^1 \)-minimisation combined with stabilisation, we are able to obtain the optimal convergence rate that consistent with the a priori result.

**Figure 3.** Numerical results by Algorithm 5.2: \( H^1 \) error vs. \( N \), using a posteriori estimator in \( H^1 \) norm. In the legend, l1 means \( \ell^1 \)-minimization approach while l2 represents a least-squares approach; s1 indicates with stabilization and s0 without.
Figure 4. Numerical results by Algorithm 5.2. Energy error vs. $N$, using a posteriori estimator in $H^1$ norm. In the legend, $l^1$-minimization approach while $l^2$ represents a least-squares approach; $s1$ indicates with stabilization and $s0$ without.

Figure 5. Numerical results by Algorithm 5.2. $H^1$ error vs. $N$, using a posteriori estimator in $H^1$ norm. In the legend, $l^1$-minimization approach while $l^2$ represents a least-squares approach; $s1$ indicates with stabilization and $s0$ without.
6. CONCLUSION

In this paper, we construct the adaptive algorithm for a class of consistent (ghost force free) atomistic/continuum coupling schemes with finite range interactions based on the rigorous a posteriori error estimates. Different from the localization formula for the stress tensor in the a priori analysis [21, 23, 26], we develop a computable formulation for the stress tensor. Combined with $\ell_1$-minimization approach for reconstruction parameters and stabilization, we have shown that the numerical results for the corresponding adaptive algorithms are comparable to optimal a priori analysis.

The extension of the straight screw dislocation in two dimensions and point defect case in three dimensions is straightforward. More practical problems, for example, the study of dislocation nucleation and dislocation interaction by a/c coupling methods has attracted considerable attention from the early stage of a/c coupling methods [37, 31]. The difficulty is to deal with boundary condition and complicated geometry changes of the interface.

For general atomistic/continuum coupling schemes, such as BQCE, BQCF and BGFC, the a priori analysis in [15, 12, 30] provide a general analytical framework and the stress tensor based formulation plays a key role in the analysis. Therefore, the a posteriori analysis for those coupling schemes can inherit this analytical framework and the stress tensor formulation. Techniques developed in this paper will be essential for the efficient implementation of the corresponding adaptive algorithms.

7. APPENDIX

7.1. Derivation of (4.8) for Two Dimensional Triangular Lattice. In this section, for two dimensional triangular lattice introduced in § 5.2, we derive (4.8).
We first classify interaction bonds into two types according to their intersection to corresponding elements.

Type I interaction bonds is parallel to one of the nearest neighbour directions. The set of all Type I bonds is defined by $B_I = \{\rho|\exists \alpha_i \in \mathcal{R}_{nn}, such that \rho = |\rho|a_i\}$, as illustrated in Figure 7.

For each $\rho \in B_I$ with start point $\ell \in \Lambda$ and $v \in \mathcal{W}^{1,2}$, we have

$$D_\rho v = \sum_{k=1}^{\lambda(\rho)} D_{\alpha_i} v (\ell + (k-1)a_i)$$

$$= \left( \sum_{k=1}^{\lambda(\rho)} \left( \frac{1}{2} \nabla_{T_k^+}^T v + \frac{1}{2} \nabla_{T_k^-}^T v \right) \right) \cdot \frac{\rho}{|\rho|}$$

$$= \sum_{k=1}^{\lambda(\rho)} \frac{1}{2|\rho|} \left( \nabla_{T_k^+}^T v \cdot \rho + \nabla_{T_k^-}^T v \cdot \rho \right)$$

(7.1)

where $T_k^+$ and $T_k^-$ are the triangles with $(\ell + (k-1)a_i, \ell + ka_i)$ as the common edge, for $k = 1, \ldots, |\rho|$, superscript “+” means the element being located on the left of the bond. In this case, the contribution in (4.8) is

$$\omega_{\rho}^i (T_k^{(\pm)}) = \frac{1}{2|\rho|}$$

Type II interaction bonds is not parallel to any of the nearest neighbour directions, therefore they must cross the intersecting elements. The set of all Type II bonds is defined by $B_{II} = \{\rho|\rho \text{ is not parallel to any } a_i \in \mathcal{R}_{nn}\}$, as illustrated in Figure 8.
Figure 8. Illustration of the intersecting elements (marked gray) with respect to bond $\rho \in B_{II}$, $\rho = a_1 + 2a_2$.

For any Type II interaction bond $\rho \in B_{II}$, there exists nearest neighbour directions $a_i, a_{i+1}$, such that $\rho = \alpha a_i + \beta a_{i+1}$, $\alpha, \beta > 0$. Let $(\ell, \ell + \rho)$ consecutively intersect with elements $T_k$, $k = 1, \ldots, n_p$, for $v \in \mathbb{Z}^{1,2}$, we have

$$D_\rho v = \sum_{k=1}^{n_p} D_{\rho_k} v(\ell + \sum_{t=1}^{k} \rho_{k-1}) = \left( \sum_{k=1}^{n_p} \nabla T_k v \right) \cdot \rho_k$$

$$= \left( \sum_{k=1}^{n_p} \nabla T_k v \right) \cdot \frac{\rho_k}{|\rho|} \rho = \sum_{k=1}^{n_p} \frac{|\rho_k|}{|\rho|} \nabla T_k v \cdot \rho$$

where the set of vectors $\{\rho_k\}_{k=1}^{n_p}$ is the unit partition of $\rho$ with $\rho = \sum_{k=1}^{n_p} \rho_k$, $\rho_0 = 0$ and $\frac{\rho_k}{|\rho_k|} = \frac{\rho}{|\rho|}$ for $k = 1, \ldots, n_p$, $\rho_k = T_k \cap (\ell, \ell + \rho)$. For the two dimensional triangular lattice as in §5.2 we have $n_\rho = 2(\alpha + \beta - 1)$ if $\alpha \neq \beta$, and $n_\rho = 2\alpha$ if $\alpha = \beta$. In this case,

$$\omega_{\rho}^\rho(T_k) = \frac{|\rho_k|}{|\rho|}.$$  

For the Type II bonds with $\alpha = \beta$, in the hexagon site geometry, The contribution factor $\omega_{\rho}^T$ is the same for every element related to bond $\rho$ with the value $\omega_{\rho}^T = \frac{1}{2\alpha}$ which can be see from figure (9).

Figure 9. Illustration of corresponding elements (marked gray) to bond $\rho \in B_{I}$ with $\rho = 2a_1 + 2a_2$. 
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