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Abstract

Cohesive sediments can be found widely such as on continental shelves, at estuaries and in coastal waters. Various engineering problems such as siltation of navigation channels and polluting coastal environment can be caused by the cohesive sediments. To solve these problems, field/lab experiments and numerical models are widely used to study the cohesive sediment transport processes.

The flocculation process is usually neglected in the conventional cohesive sediment transport models, despite the fact that flocculation process can significantly influence the dynamics and fate of cohesive sediment. In the last decades, a large number of studies had attempted to describe flocculation effects by relating the settling velocity of mud flocs with mud flocs properties (size, shape and effective density) empirically based on various flocculation models for dilute suspension. A few investigations have also been reported on the cohesive sediment transport processes with high concentration, but the interactions of fluid and high-concentrated suspended sediment under the action of combined waves and currents remain poorly understood. This thesis investigates the cohesive sediment transport process in coastal waters numerically, especially focusing on the flocculation process. The investigation covers a number of aspects of sedimentation processes of cohesive sediments and the insight gained and models developed represent a major advance in understanding the cohesive sediment transport in coastal estuarine waters.

Firstly, mud flocs are treated as self-similar fractal entities with the fractal dimension being considered as either a constant or a simple function of the mean floc size
in most previous theoretical descriptions. This deterministic description of fractal dimension has recently been found to be inadequate, because for a given size class, fractal dimension of the mud flocs is not a single value but distributed over a certain range. To address this problem, a new flocculation model is proposed in the thesis in which the fractal dimensions for a given floc size class $D$ are taken to be normally distributed rather than a constant. The model is fully validated with available experimental data on the temporal evolution of floc size.

Secondly, a two-phase model for prediction of cohesive sediment suspension is developed and validated using lab experiments. The flocculation process is taken into consideration by incorporating a new drag force closure into the two-phase flow model. This new drag force closure is related to the settling velocity of mud flocs affected by suspended sediment concentration (SSC). The new two-phase model is applied to the simulation of sediment suspension at EMS/Dollard estuary for two measuring period (in June and August 1996). Numerical results are compared with the measured variations of bed shear stresses and sediment concentrations at different elevations above the sea bed where the flocculation process is known to influence the vertical profile of settling velocities and thus the distribution of SSC throughout the water column.

Finally, the two-phase flow model is applied to predict sedimentation processes under both wave and current conditions. The momentum transfer between the two phases is represented by a drag term and the mixing length model is modified to take into account the buoyancy effects due to the gradient of suspended sediment concentration near the seabed. Quantitative comparisons for intra-tide variations of flow properties and mud concentration between the model and the measurements are presented. An
interpretation on how the existence of a fluid mud layer may affect the calculated concentration profile and aspects for further improvement of the model are discussed.
Chapter 1 Introduction

1.1 Research context

Throughout the history of humans, civilization started along the fertile rivers such as Yellow River in China and Nile River in Egypt (Winterwerp and Van Kesteren, 2004), because these areas are productive due to the existence of cohesive sediment which contains abundant nutrients for aquatic product and crops. Cohesive sediment can be found widely especially in the estuaries, lagoons and coastal areas, such as in the Ems estuary (Van Der Ham et al., 2001; van Leussen, 1999), the Yellow River estuary (Van Maren et al., 2009; Zhou et al., 2015), the Yangtze River estuary (Shi et al., 2012; Zhu et al., 2014), the Ria de Aveiro lagoon (Lopes et al., 2006) and the Yellow Sea (Bian et al., 2013). The presence of cohesive sediment can cause various engineering problems. The sedimentation and accumulation of cohesive sediment may hinder the navigation channels and harbour basins (van der Ham and Winterwerp, 2001), influence the safety of hydraulic structure and cause economic loss. For example, due to the serious sedimentation in the Yanshan port, further construction of harbours has been stopped (Ying et al., 2012). It was reported that about $1.0 \times 10^6$ m$^3$ of sediment has to be dredged to keep the safe navigation in Rotterdam port and the cost to maintain the harbour basin is high (Winterwerp and Van Kesteren, 2004). When designing the ponds or dams, the sediment load that can deposit is one of the most important parameters that should be considered. Because of the poorly estimated amounts of clay, the sidewalls started to leak and eventually failed, which caused the 300 acres of land flooded at the Kinston Fossil Plant in 2008 (Heiliger, 2010). Due to the cohesive characteristics, a lot of pollutants
such as organic materials and heavy metals are absorbed by the flocculated mud flocs which will pollute rivers and coastal waters (Maggi, 2005). The thick layer of fluid mud has been found in the sea bed, continental shelves and mudflat (Zhu et al., 2014) and becomes unstable. Mudflows generated under the natural or human disturbances may result in the damage of cables (van der Ham and Winterwerp, 2001). Therefore, it is necessary to carry out study on the cohesive sediment processes. Due to the complex flocculation process, both the floc size and effective density are varying in time and space, which makes it difficult to predict the settling velocity of cohesive sediment using numerical models (Cuthbertson et al., 2010) or to observes them in filed measurements and laboratory test (Cuthbertson et al., 2010; Manning, 2004a). The understanding of mechanisms influencing the flocculation process and further the cohesive sediment transport processes are limited. A fluid mud layer may exist in a fluid-like state and exhibits a non-Newtonian behavior especially at the bottom of tidal channels (Huang and Aode, 2009). Though a lot of studies (Shi et al., 2012; Winterwerp, 2006) have been carried out on the high concentrated cohesive sediment, the non-Newtonian effects and the interaction between fluid and cohesive sediment under combined currents and waves at the water-bed interface is still poorly understood.

During recent years, a lot of experiments have been carried out to study flocculation process of mud flocs (Manning et al., 2011; Spearman et al., 2011; Vahedi and Gorczyca, 2012), which give the potential capability for further investigation on the flocculation mechanisms. More numerical models especially the two-phase model have been developed to simulate the physical processes of cohesive sediment processes (Chauchat et al., 2013; Cheng et al., 2015; Hsu et al., 2009). The increased knowledge on physical
processes of cohesive sediment and the gradually matured two-phase model provide a good opportunity for the study on cohesive sediment sedimentation processes in coastal waters.

1.2 The composition and characteristics of cohesive sediment

By definition, cohesive sediment is a mixture of organic material, silt, clay, fine sand and water. The composition and thus the mechanical behavior of cohesive sediment vary in time and space (Kranenburg, 1994; Mehta, 1986). The main composition of cohesive sediment, thus its behavior and characteristics are summarized as follows (Winterwerp and Van Kesteren, 2004):

- Organic material is one of the main components of cohesive sediment and can have large effects on the flocculation process and the mud floc size which will complicate the behavior of cohesive sediment. The main organic substances are polysaccharides, lipids and humic acids. These large (compared to clay particle) organic matters can connect with clay particles at several locations and form mud flocs with long loops or tails. It can be seen in Figure 1.1 that the mud flocs are fluffy. The sizes of mud flocs shown in Figure 1.1 (a and a2) are around 300 µm.

- Mineral materials often perform as a major part of cohesive sediment. Clay minerals, such as kaolinite and montmorillonite, are dominated in the clay fraction (particle size less than 2 µm). The silt fraction (2 µm < particle size < 63 µm), are mainly composed of quartz, feldspar and carbonates. It should be mentioned that due to the micro-size and special shape of clay particles, which
cause a specific electrical charge distribution, cohesion is addressed as one of the most important characteristics of cohesive sediment.

- Due to the cohesive characteristics, pollutants such as heavy metals usually appear within mud flocs. Though these pollutants share a low percentage of the mass, they may have a significant influence on the environment in estuaries and coastal waters.

![Figure 1.1 Mud flocs (Cuthbertson et al., 2010)](image)

### 1.3 Cohesive sediment processes

The key process of cohesive sediment processes are briefly described as follows.

1) Flocculation is one of the main characteristics which distinguish between the non-cohesive sediment and cohesive sediment (Van, 2013). Large mud flocs are formed by
small primary particles of cohesive sediment and break up due to Brownian motion, differential settling and turbulence.

2) Settling velocity is the key parameter determining the cohesive sediment flux. Accurate prediction of cohesive sediment transport cannot be obtained without fully understanding the settling process of cohesive sediment (Cheng et al., 2015). For cohesive sediment, the settling velocities are related to floc sizes, floc densities and floc shapes in dilute situations. In highly suspended sediment concentration (SSC), the settling velocities will be influenced by hindrance effects (Dankers and Winterwerp, 2007).

3) Self-weight consolidation is introduced in the present research. Under the self-weight of cohesive sediment, water is expelled out from the inside and between the mud flocs, during which the pore pressure decreases and the effective stress of mud flocs increases.

4) Erosion and entrainment of sediment from the bed is an important process for large scale transport of cohesive sediment. According to our knowledge, the mechanisms determining critical shear stress for erosion in the case of cohesive sediment is still not fully understood yet. Only the physical processes of cohesive sediment listed here and the interaction between fluid and cohesive sediment will be illustrated in the description of numerical model.

1.4 Models for cohesive sediment sedimentation processes

Generally speaking, models for cohesive sediment transport can be summarized into two groups. One is the single-phase numerical model (Hsu and Balachandar, 2009;
Spearman et al., 2011; van der Ham and Winterwerp, 2001), in which the velocity of cohesive sediment is assumed as the same as flow velocity except in the vertical direction. Winterwerp (2006) presented a classic single-phase model and applied it to Ems/Dollard estuary. The 1DV model is driven by the averaged fluid velocity $\bar{U}$ and the turbulence is simulated by combining a $k-\varepsilon$ model. The concentration is obtained by solving an advection-diffusion term. Traditionally the single-phase models are based on the hypothesis that the SSC has no effects on the flow structure. While in the work of van der Ham and Winterwerp (2001), a dissipation term is introduced into the $k-\varepsilon$ model to account for the buoyancy effects.

As for the settling type, the theory of Kynch (1952) has been widely used to simulate settling experiments for non-cohesive sediment as well as cohesive sediment. It has been proved that the settling types of highly concentrated cohesive sediment depend on the initial concentration when using Kynch’s analytical method (Dankers and Winterwerp, 2007).

After the cohesive sediment settles on the bed, a solid structure is formed and the deformation of soil structure is described using consolidation theory by Terzaghi (1923), which is named as small strain consolidation theory only applicable to primary stage (elastic deformation appears on the subsoil) of self-weight consolidation, or by Gibson et al. (1967) and Gibson et al. (1981), which is addressed as large strain consolidation theory.

Alternatively, recently two-phase models are more popular in the simulation of cohesive sediment sedimentation processes (Boulton et al., 2006; Chauchat and Guillou,
In the two-phase models, the continuity equations and momentum equations for both phases (solid phase and fluid phase) are solved respectively. The momentum transfer between two phases is implemented using the drag force closure (Chauchat et al., 2013; Teisson et al., 1992). A variety of turbulence closures have been used in the simulation of non-cohesive sediment transport. The eddy viscosity can be calculated either using a specified profile (Jiang et al., 2004), or using a Prandtl Mixing theory (Liu and Sato, 2005; Zhang and Dong, 2000), or by solving a complete two equations turbulence closures $k-\varepsilon$ model (Hsu et al., 2003). The $k-\varepsilon$ turbulence closures are used in most of the two-phase models designed for cohesive sediment (Nguyen et al., 2009; Torres-Freyermuth and Hsu, 2010). To account for the bed deformation under self-weight, the concept of effective stress for solid structure is introduced. In the two-phase model, effective stress is given by a particle pressure $\sigma_e$ closure (Chauchat et al., 2013).

Overall, although useful in predicting general flow features, the single-phase models do not address the fundamental mechanisms between the interaction of suspended sediment and fluid in a completely rational way (Dong and Zhang, 1999). It means that the settling velocity of suspended sediments is not calculated directly and an empirical settling velocity formula has to be adopted instead to account for the hindered settling effect which is particularly important in the sedimentation processes in hyper concentration. A fictive bed is assumed for the single-phase model and the determination of sediment flux between the bed and water column is complex. The two-phase model allows the extension of calculation domain which is from the water surface to the consolidated bed.
1.5 Aim and objectives of the research

In the most researches, the flocculation process has been described by simply relating settling velocities with characteristics of mud flocs such as size, density and shape using empirical equations. The mechanisms of flocculation process of mud flocs are still not fully understood. Few researches have focused on the interaction between fluid and high concentrated mud under the combined action of currents and waves, which remains poorly understood. The overall aim of this research is to investigate the sedimentation processes of mud flocs in coastal waters. To be specific, the mechanisms influencing the flocculation process will be further studied and the effects of flocculation process on the sedimentation processes of cohesive sediment are taken into account using a two-phase model in which the settling velocities of mud flocs will be calculated directly. And also the interactions between fluid and high concentrated mud under combined waves and currents are further studied to improve the understanding of sedimentation processes of cohesive sediment.

The identified objectives presented in this thesis have been summarized and listed as follows:

- Investigate the time evolution of mud flocs under different shear conditions, using a flocculation model of mud flocs based on the normal distribution of fractal dimension and yield stress.
- Validate the presented two-phase model using data of settling tanks experiments and prove the efficiency of the two-phase model in the simulation of cohesive sediment sedimentation-consolidation process.
• Quantify the effects of flocculation process of mud flocs on the transport of cohesive sediment by comparing results from presented two-phase model with the data measured in Ems/ Dollard estuary.

• Investigate sedimentary processes of cohesive sediment on an erosional intertidal mudflat with the two-phase model. An interpretation on how the fluid mud layer affects the calculated concentration profile under combined waves and currents actions is discussed.

1.6 Outline of the thesis

The dissertation is organized as followings:

Chapter 1 (Introduction of dissertation) provides the background information of studies on cohesive sediment sedimentation processes, especially for the progress of numerical models. The models used to simulate the transport of cohesive sediment are briefly discussed. It also outlines the key objectives and aims of the current research as well as the structure of the dissertation.

Chapter 2 A comprehensive review on the cohesive sediment dynamics is presented. It covers flocculation process, settling/hindered settling process, consolidation process, and the interaction between fluid and cohesive sediment is also mentioned. The physical processes of cohesive sediment are illustrated in detail and the model or mathematical formulae used to describe the sediment dynamics are reviewed and discussed. Comprehensive literature review on the models adopted in the cohesive sediment transport is given. The single-phase models are compared with two-phase models and the
strengths and weaknesses of both model groups (single-phase model and two-phase model) are concluded.

Chapter 3 A flocculation model based on the normal distribution of fractal dimension and yield stress is developed. Based on the experiments data, the presented flocculation model is validated and applied to study the time evolution of mud floc size under different shear conditions.

Chapter 4 A two-phase model is developed for validation and application in the next Chapter. All the stress terms and boundary conditions are listed in detail.

Chapter 5 The two-phase model was validated using experiments data derived from settling tanks and then applied to field measurements. Both settling experiments of non-cohesive sediment and cohesive sediment are simulated by the two-phase model with different drag force and effective stress closures. The two-phase model is applied to the simulation of cohesive sediment transport in Ems/Dollard estuary based on the data measured in two different periods to investigate the effects of flocculation on the cohesive sediment dynamics. Also the two-phase model is applied to study the sedimentary processes on an erosional mudflat at Yangtze River Delta, China and produce quantitative comparisons for intra-tide variations of flow properties and mud concentration between the model and the measurements.

Chapter 6 (conclusions) The major findings of this study are summarised and recommendations for future research are proposed.
Chapter 2 Sediment dynamics and numerical studies on the cohesive sediment transport

2.1 Sediment dynamics

The commonly accepted key processes of cohesive sediment (see Figure 2.1) are briefly discussed in Chapter 1. In this chapter, the main processes of the cohesive sediment, as well as the mathematical formulae used to describe the physical processes, are reviewed in detail.

Figure 2.1 Settling processes of non-cohesive sediment (left) and cohesive sediment (right), adopted from Van (2013)
2.1.1 Flocculation processes

2.1.1.1 The concept of flocculation

Compared to non-cohesive sediment, flocculation process is a special process that distinguish between the behavior of the cohesive sediment and that of non-cohesive sediment (Klimpel and Hogg, 1986). Single particles and organic matter are caused to collide and get aggregation to form large flocs (Burban et al., 1989; Lick et al., 1992). This process, namely flocculation, which strongly influences the settling velocity of sediment in aquatic environment, is acknowledged widely as a special part of transport processes for cohesive sediment and complicates the process of sediment transport (Winterwerp, 1998). The flocculation mechanism turns slowly sinking matter such as organic matter, single particles and contaminates into large, rapidly sinking flocs. Consequently, the dynamical and physical properties of flocs are different with that of single particles, organic matter and contaminates.

2.1.1.2 Factors controlling the flocculation process

It is well known that at least three mechanisms are operative during the flocculation process (Lee et al., 2011; Winterwerp, 1998):

1) Brownian motion: particles move randomly and collide with each other, which may cause aggregation.

2) Differential settling: in a settling column, particles or larger flocs with a larger settling velocity may overtake particles or small flocs with smaller settling velocity. Collisions between these particles or flocs have probability to make particles or flocs get aggregation, the process of which is addressed as flocculation by differential settling.
3) Turbulent motion: in the turbulent flow, particles, organic matter and contaminants will move along with the flow, be carried by turbulent eddies, which may result in large floc aggregation. Obviously, disaggregation may happen and flocs begin to break up when the turbulent shear stress is large enough.

It has been concluded that the disaggregation of mud flocs is dominated by Brown motions, and the effects of differential settling and fluid shear can be negligible for small particles or when sediment concentration is less than 1 g/L (Burban et al., 1989; Lick et al., 1992; McCave, 1984; van Leussen, 1999). However, it has been argued that the differential settling mechanism is important in still water environment such as water treatment installations (Lick et al., 1993). The effect of turbulent motions has been mostly focused by the scholars (McCave, 1984; Son and Hsu, 2008; Son and Hsu, 2009; Spicer and Pratsinis, 1996; Winterwerp, 1998; Winterwerp et al., 2006) and was introduced into many flocculation models as one of the key factors controlling the flocculation process. Another key parameter that controls the flocculation process is the cohesive sediment concentration. It has been found that the sizes of mud flocs increase with the sediment concentration (Dyer, 1989). It can be explained as that the opportunity for primary particles or small mud flocs to collide increases with the increase of sediment concentration, which will result in large mud flocs. Though turbulent intensity and concentration of sediment have the major influence on the flocculation (van Leussen, 1999, 2011), other factors, such as organic matter or dissolved contaminants also have effects on the aggregation of sediment particles through electrochemical or biochemical attraction, which is named as the cohesive characteristics, and further on the settling velocity, that cannot be neglected.
From the discussion mentioned above, it can be concluded that the particle collisions are related to sediment concentration and turbulence intensity. In other words, high concentration and shear intensity increase the opportunity for particles to collide, while other biological or chemical parameters, such as salinity and organic contents, increase the efficiency of sediment particles getting aggregation, which is defined as flocculation ability by van Leussen (1999).

2.1.1.3 Models describing the flocculation process

Settling velocities related to flocculation process

For cohesive sediment, primary particles and microflocs aggregate during the flocculation process and form larger mud flocs whose densities, sizes and shapes are changed and thus the settling velocities (van der Ham and Winterwerp, 2001). A large number of literatures try to relate the settling velocities of mud flocs to cohesive sediment concentration (denoted as $w_s - C$ relationship). The $w_s - C$ relationship has been applied to various field or lab experiments to describe the settling velocities of cohesive sediment due to flocculation (van der Ham and Winterwerp, 2001; Van der Lee, 2000; van Leussen, 1999).
Figure 2.2 The relationship between settling velocities and SSC of cohesive sediment, redrawn from Thorn (1981)

\[ w_s = k_1 C^m \]  

(2.1)

where \( w_s \) is the settling velocity, \( k_1 \) is an constant empirical coefficient, \( C \) (kg/m\(^3\)) is the sediment concentration and \( m \) is the exponent (Figure 2.2).

The constant \( k_1 \) depends on the sediment type and is suggested to be specified as 0.001 and \( m \) is equals to 1 (Van, 2013). In the IDV model of van der Ham and Winterwerp (2001), \( k_1 \) and \( m \) are specified as 0.0015 and 1.2 respectively. Calibrated based on the field measurements, \( m \) varies from 0.61 in the Humber estuary to 2.6 in the Elbe estuary (Van der Lee, 2000). According to van Leussen (1999), there is no unique relationship existing between settling velocities and SSC, even along the river axis in the same estuary. This was confirmed in the work of Van der Lee (2000) which further
concluded that the settling velocities correlate with SSC on a tidal time scale. The Equation (2.1) is very simple and easy to be implemented into numerical models in addition to the sediment concentration. The turbulence intensity also plays an important role in the flocculation process. Most experiments (Manning, 2004a; Manning, 2004b; Mehta, 1986) showed that the measured mud floc sizes decrease with the increase of fluid shear intensity when the turbulence shear stress exceeds a critical value, whereas an opposite phenomenon is observed when the turbulence shear is less than the critical value. To take the effects of fluid shear intensity on flocculation into consideration, Dyer (1989) presented an empirical formulae (Equation (2.2)):

\[ w_s = w_{s,r} \frac{1 + aG}{1 + bG^2} \]  

where \( G \) is shear parameter, \( w_{s,r} \) is reference settling velocity, \( a \) and \( b \) are empirical coefficients. This formula implies that the floc sizes firstly increase with shear stress and then followed by a decrease. This equation is further illustrated in Figure 2.3:
To combine the effects of turbulence and SSC on the calculation of settling velocities, a series of empirical models have been developed by Manning et al. (2011):

\[ w_s = A' + B'\tau + C'\tau^2 + D' \times \text{SPM} \]  \hspace{1cm} (2.3)

where \( A' \), \( B' \), \( C' \) and \( D' \) are constant coefficients which need to be specified according to the proportion of mud content and shear stress, \( \tau \) is the shear stress at the elevation \( z \) above the bed and SPM is the suspended particulate matter (mg/L). As the Equation (2.3)
is restricted to the study area and a lot of coefficients need to be specified, it is not easy to be incorporated into the sediment transport model.

Equations (2.1), (2.2) and (2.3) are trying to describe the effects of factors such as sediment concentration and turbulence intensity on the flocculation process by introducing parameters related to sediment concentration and turbulence intensity directly into the formulae calculating settling velocities of mud flocs. Other researches focus on the prediction of floc sizes.

**Floc sizes related to flocculation process**

For cohesive sediment, the floc sizes change constantly under the effects of turbulence and SSC due to the biochemical and electrochemical characteristics. As the floc size is one of the key parameters determining the settling velocities of mud flocs in the water column with dilute sediment concentration, accurate prediction of the temporal floc size is essential in understanding the sediment transport process. Based on the assumption of constant fractal dimension, Winterwerp (1998) developed a flocculation model considering the effects of SSC, fluid shear intensity and the flocculation ability:

\[
\frac{dD}{dt} = \frac{k'_i}{nf} \frac{C}{\rho_s} Gd^{n_f-3} D^{4-n_f} - \frac{k''_i}{nf} \left(\frac{\mu}{F_y}\right)^q G^{q+i} \\
\times d^{-p} D^{2q+i}(D-d)^p
\]

(2.4)

where \(D\) is floc size, \(d\) is the size of primary particle, \(t\) is time and \(nf\) is fractal dimension. \(p\) and \(q\) are coefficients and specified as 1 and 0.5 respectively. The yield stress of flocs is denoted as \(F_y\), \(\mu\) is the dynamic viscosity, \(\rho_s\) is the density of sediment.

In Equation (2.4), coefficients \(k'_i\) and \(k''_i\) are defined as:
\[ k'_A = \frac{(3e_c \pi e_d)}{2 f_s} \]  \hspace{1cm} (2.5)

\[ k'_B = a' e_b \]  \hspace{1cm} (2.6)

where \( e_c \) is an efficiency parameter describing the possibility of the collisions that will result in flocculation. And \( e_b \) is an efficiency parameter for floc break. As discussed by Lick et al. (1992), \( e_c \) is a function of floc size and floc density which is difficult to be determined at present. Therefore \( e_c \) is assumed to be constant for simplicity. \( e_d \) is a parameter describing the turbulent diffusion. \( f_s \) is the shape factor of particle and \( a' \) is an coefficient.

The flocculation model presented by Winterwerp (1998) linearly connects the aggregate and break-up processes. It can predict the temporal floc sizes and thus the settling velocities. Inspired by the work of Winterwerp (1998), Son and Hsu (2008) extended the flocculation model considering the variable fractal dimension with floc size:

\[
\frac{dD}{dt} = \frac{Gd^\beta}{\beta \ln \frac{3}{d} + 1} \left[ \frac{C_e \pi e_d}{2 \rho_y f_s} d^{-\beta-3} D^{-\beta+4} - \frac{e_b a'}{3} \left( \frac{\mu G}{F_y} \right)^{\gamma} d^{-\beta+\gamma+1} (D-d)^\gamma \right]
\]  \hspace{1cm} (2.7)

where \( \beta = \frac{\log(F_c / 3)}{\log(D_c / d)} \), \( D_c \) is a characteristic size of flocs and set to be 2000 \( \mu \)m and \( F_c \) is a characteristic fractal dimension and is set to be 2.

Son and Hsu (2009) further extended the flocculation model by taking the variable yield stresses of flocs into consideration:
\[
\frac{dD}{dt} = \frac{Gd^\beta}{\beta \ln(D/d) + 1} \left[ \frac{k^\prime}{3} C_d n_f d^{-3} D^{-\rho + 3} + \frac{k^\prime_0}{3} \frac{\mu G}{B_1} D^{-\rho + (2q/3)(3-n_f)} d^{-\rho + (2q/3)n_f} (D-d)^p \right]
\]  
(2.8)

where \( B_1 \) is an coefficient and calculated as:

\[
B_1 = \frac{\pi}{6} r^{2/3} F_{c,p}
\]  
(2.9)

where \( F_{c,p} \) is the cohesive force between primary particles.

2.1.2 Settling process

Gravitational settling is one of the basic sediment processes in a fluid (Burban et al., 1990; Cheng, 1997a; Strom and Keyvani, 2011). The settling velocities are not only determined by the characteristics of sediment particles/sediment flocs such as shape, size and density but also depend on the viscosity and density of the fluid (Fennessy et al., 1994; Reed and Anderson, 1980). For cohesive sediment in high concentration, the settling velocities also depend on SSC and factors can affect the flocculation ability such as PH and salinity of the fluid.

2.1.2.1 Settling velocities calculation in dilute sediment concentration

Many attempts have been made to calculate the settling velocity which is usually regarded as a function of floc shape, density and size in a specific water circumstance with a dilute sediment concentration. The Stokes equation or the modified Stokes equations, which are obtained from a balance between gravitational force and drag force, is applied to infinite dilute situation:
\[ w_s = \frac{(\rho_s - \rho_w)gD^2}{18\mu} \]  

(2.10)

where \( \rho_w \) is the density of fluid, \( g \) is the acceleration due to gravity. For \( Re > 1 \) various empirical formulae have been developed such as Equation (2.11) by Cheng (1997b):

\[ \frac{w_d}{\nu} = (\sqrt{25 + 1.2d^2} - 5)^{1.5} \]  

(2.11)

where \( \nu \) is the kinematic viscosity and \( d_* \) is a dimensionless particle parameter and defined as:

\[ d_* = \left(\frac{\Delta g}{\nu^2}\right)^{1/3}d \]  

(2.12)

Though the equations mentioned above are specifically designed for non-cohesive sediment particles, Equation (2.10) has been used to calculate the effective density of mud flocs (Khelifa and Hill, 2006; Manning, 2004a) and Equation (2.11) has been successfully applied to calculate the settling velocities of mud flocs (Cuthbertson et al., 2008). To calculate the settling velocities of cohesive sediment, the key parameter is to determine the effective density of mud flocs (Dyer, 1989; Gibbs, 1985; van Leussen, 1999), because the effective densities of mud flocs have been changed during the flocculation process, which are completely different from that of the primary particles. Winterwerp (1998) treated the mud flocs as fractal entities and developed a settling model for mud flocs based on the assumption of constant fractal dimension:

\[ w_s = \frac{f_s (\rho_s - \rho_w)g}{18\mu} d^{3-n_f} \frac{D^{n_f-1}}{1 + 0.15Re^{0.687}} \]  

(2.13)
in which \( Re \) is the particle Reynolds number and defined as:

\[
Re = \frac{w_p D}{\nu}
\]  

(2.14)

2.1.2.2 Settling velocities calculation in high sediment concentration (hindered settling velocity)

Section 2.1.2.1 discussed about the settling velocities for individual particles or mud flocs in dilute sediment concentration. Under low concentration conditions (\( C < 0.01 \text{ g/L} \)), the effects of particle interaction can be neglected and the settling velocity of flocs is equal to the terminal velocity. As the concentration of the suspension increases, the floc properties (size, density) vary and the settling velocity increases at first. For large concentration, a transition value occurs: settling velocity decreases when suspended concentration is larger than a transition value. As large amount of mud flocs exist in the water column, the interactions between the flocs are drastic and hindered effects appear (Winterwerp, 2002).

\textit{Hindered effects}

Various studies have been focused on the hindered settling velocities of sand particles (Baldock \textit{et al.}, 2004; Masliyah, 1979; Richardson and Zaki, 1954; Tomkins \textit{et al.}, 2005). As for mud flocs, though few researches are published, the rationales from the sand particles can be applied to mud flocs. Winterwerp and Van Kesteren (2004) proposed that the following seven processes have significant effects on settling velocities of individual particles in a suspension: 1) particle-particle collisions, 2) cloud formation
or settling convection, 3) wake formation and return flow, 4) dynamic and flow effect, 5) viscosity of the flow, 6) interactions between particles, 7) buoyancy or effective density.

Usually three hindered effects are adopted:

- **Wake and return flow:** A wake and return flow will be generated when the mud flocs settle in a fluid. For other mud flocs settle within the wake and return flow, the ultimate settling velocity will be influenced. In fact the effective settling velocity will be decreased as the direction of the wake and return flow is opposite to the direction of settling velocity.

- **Viscosity of the flow:** It has been found that the viscosity of the flow will increase with the increase of suspended sediment concentration. Thus the increased viscosity results in a decrease of settling velocities of mud flocs.

- **Buoyancy or effective density:** The effective density increases with the increase of cohesive sediment concentration, which will result in a larger buoyancy (a smaller effective gravitational force) force acting on the mud flocs. As the terminal settling velocities are calculated from the effective gravitational force and drag force, thus the effective settling velocities of mud flocs will decrease.

*Formulae describing the hindered effects*

As discussed above, the increase of viscosity with concentration is one of the main factors resulting in hindered effects on settling velocities of mud flocs. The relation between effective viscosity of fluid and suspended matter was first proposed by Einstein (1905):
\[ \mu_{\text{eff}} = \mu(1 + 2.5\alpha_s) \]  
(2.15)

where \( \mu_{\text{eff}} \) is the effective dynamic viscosity of fluid and \( \alpha_s \) is the volumetric fraction of sediment.

The Equation (2.15) proposed by Einstein (1905) is for dilute situation. For dense suspension, the calculation of effective dynamic viscosity was proposed by Frankel and Acrivos (1967):

\[ \mu_{\text{eff}} = 8/9\mu[\alpha_s^{\text{max}} / \alpha_s]^{1/3} - 1]^{-1} \]  
(2.16)

in which \( \alpha_s^{\text{max}} \) is the sediment volumetric fraction when it reaches maximum packing.

Graham (1981) presented a new model for the calculation of effective dynamic viscosity, the results of which are consistent with Equation (2.15) and Equation (2.16) in dilute and dense concentration respectively:

\[ \mu_{\text{eff}} = \mu(1 + \beta_i \alpha_s) \]  
(2.17)

in which \( \beta_i \) is the amplification factor of viscosity and defined as:

\[ \beta_i = \frac{5}{2} + \frac{9}{4+\hat{d}} \left[ \frac{1}{2d} \left( \frac{1}{1+2d} \right) \left( \frac{1}{(1+2d)^2} \right) \right] \frac{1}{\alpha_s} \]  
(2.18)

where \( \hat{d} \) is the non-dimensional intra-particle distance and calculated as:

\[ \hat{d} = \left[ 1 - (\alpha_s / \alpha_s^{\text{max}})^{1/3} \right] / (\alpha_s / \alpha_s^{\text{max}})^{1/3} \]  
(2.19)

Richardson and Zaki (1954) developed the well-known hindered settling formulae:
where \( w_{s0} \) is the sediment settling velocity in dilute case, \( n_{sz} \) is an empirical coefficient used to consider the decrease of sediment velocity due to the increase of sediment concentration.

Equation (2.20) can be applied to calculate sand particle settling velocities in suspension. As for cohesive sediment, a modified formula of Equation (2.20) by Mehta (1986) is proposed for mud flocs:

\[
\begin{align*}
  w_{hinc} &= w_{s0} (1 - k_s \alpha_s)^{n_m} \\
  \text{in which } m_s \text{ is a function of particle Reynolds number.}
\end{align*}
\]

This model is reanalyzed by Winterwerp and Van Kesteren (2004) and this leads to a new hindered settling Equation (2.22), which has been successfully applied to the modelling of high concentrated cohesive sediment settling process:

\[
\begin{align*}
  w_{hinc} &= w_{s0} \left( \frac{1 - \phi}{1 + 2.5 \phi} \right)^{n_m} (1 - \alpha_s) \\
  \text{in which } \phi \text{ is volumetric concentration of mud flocs and defined as } \phi = C / C_{gel} \text{ and } C_{gel} \text{ is the mass concentration of sediment at gelling point, } m_i \text{ is a coefficient to account for the non-linearity.}
\end{align*}
\]

In Equation (2.22), the \( 1 - \alpha_s \) term is used to account for the buoyancy or reduced gravity, the term \( 1 + 2.5 \phi \) is for the increase of viscosity and the term \( (1 - \phi)^{n_m} \) is for the
wake or return flow. It should be noted that the volumetric concentration of mud flocs $\phi$ is used in Equation (2.22) because the cohesive sediment settles as flocs, which is a mixture of sediment and water (Winterwerp and Van Kesteren, 2004). As the value of $C_{gel}$ is crucial and has a large variability for different sediment types, Camenen and Pham van Bang (2011) argued that the definition of $\phi = C / C_{gel}$ maybe not appropriate and the maximum floc volumetric concentration $\phi_{\text{max}}$ is introduced:

$$
\phi_{\text{max}} = \frac{1}{\phi} - \frac{1}{\phi_{\text{max}}}
$$

To apply the Equation (2.23), the fractal dimension of mud flocs $n_f$, which varies with floc size (Khelifa and Hill, 2006), and the maximum floc concentration should be specified. Due to the uncertainties and the inherent variability of cohesive sediments, the two variables should be further investigated.

2.1.3 Consolidation process

Consolidation is an important phenomenon of sediment dynamics (see Figure 2.4) which needs to be taken into consideration in cohesive sediment transport models (Hawlader et al., 2008; Winterwerp and Van Kesteren, 2004). Usually two types of consolidation are considered, namely the primary and secondary stages of consolidation. During the primary stage of consolidation, elastic deformation appears on the subsoil. The primary stage of consolidation occurs when the self-weight of sediment exceeds the seepage force, the pore water begins to be expelled out from inside and between the mud flocs, during which sediment flocs get closer. Secondary stage of consolidation begins when the effective stress between sediment particles is larger than zero, which means the
structure residence occurs. Secondary stage of consolidation causes large deformations of the bed. In this section the general theories for self-weight consolidation of cohesive sediment and closures for effective stress and permeability of mud flocs will be reviewed and discussed.

![Figure 2.4 General characteristics of sediment dynamics (Imai, 1981)](image)

**2.1.3.1 Self-weight consolidation**

Based on the assumption that the compressibility and permeability is constant during the process of consolidation, Terzaghi established the so-called small strain consolidation theory which is approximately satisfied when applied to the primary stage of one dimensional consolidation of saturated clays. Due to the strict assumption of small strain theory, it was extended to large strain theory by Gibson *et al.* (1967):
\[
\frac{\partial e}{\partial t} + (1 + e)^2 \left( \frac{\rho_s - \rho_w}{\rho_w} \right) \frac{\partial}{\partial z} \left( \frac{k}{(1 + e)^2} \right) \\
+ (1 + e)^2 \frac{\partial}{\partial z} \left( \frac{k}{g \rho_w} \frac{\partial \sigma_e}{1 + e} \right) = 0
\] (2.24)

in which \( e \) is the void ratio, \( k \) is the hydraulic permeability (m/s) and \( \sigma_e \) is the effective stress.

The theory of Gibson et al. (1967) has taken both the variations of soil compressibility and permeability into consideration and has been applied to various numerical models (Been and Sills, 1981; Toorman, 1999; Toorman, 1996; Van Bang et al., 2008). Toorman (1996) concluded that though sedimentation and consolidation processes are of interest of different scientific fields, they can be expressed within one united theory:

\[
\frac{\partial \alpha}{\partial t} = \frac{\partial}{\partial z} \left( w_o \alpha_s + \frac{w_o}{\gamma_s - \gamma_w} \frac{\partial \sigma_e}{\partial z} + D_b \frac{\partial \alpha}{\partial z} \right)
\] (2.25)

in which \( \gamma_w \) and \( \gamma_s \) are the unit weights of fluid and sediment, \( D_b \) is the suspension diffusivity coefficient and \( w_o \) is defined as:

\[
\frac{w_o}{\gamma_s / \gamma_w - 1} = \frac{k}{1 + e}
\] (2.26)

The united theory is consistent with chemical and geotechnical models and especially with the equation of Gibson et al. (1967).
2.1.3.2 Closures for effective stress and permeability

Although various consolidation theories have been established, these equations can only be solved when the closures for effective stress $\sigma_e$ and permeability $k$ are specified. And the accuracy in predicting the consolidation process of cohesive sediment mostly depends on the appropriate chosen of material functions.

As concluded by Van (2013), the following forms are the typical closure functions for permeability:

$$
\begin{align*}
    k &= C_1 e^{C_2} \\
    k &= C_p \phi_p^{C_2} \\
    k &= \exp(-C_1 + C_2 e)
\end{align*}
$$

(2.27)

where $C_1$ and $C_2$ are coefficients, $\phi_p$ is volumetric concentration of sediment particles.

Closures for effective stress:

$$
\begin{align*}
    e &= -C_3 \sigma_e^{C_4} + C_5 \\
    \sigma_e &= C_3 \phi_p^{C_4} \\
    e &= C_3 (\sigma_e + C_4)^{-C_1} \\
    \sigma_e &= \exp(C_4 + C_5 e)
\end{align*}
$$

(2.28)

in which $C_3 - C_5$ are coefficients.

As pointed out by Winterwerp and Van Kesteren (2004), a physical concept is incorporated into the power law type functions which have a larger validity range. Based on the physical concept, these kind of formulae are more popular. For example, Merckelbach and Kranenburg (2004) treated the cohesive sediment bed as accumulated
by mud flocs and established the relationships of effective stress and permeability, which were expressed as the functions of sediment fraction and fractal dimension:

\[ k = C_s \alpha_s^{2/(3-n_f)} \]  \hspace{1cm} (2.29)

\[ \sigma_e = C_s \alpha_s^{2/(3-n_f)} \]  \hspace{1cm} (2.30)

However, the proposed model have two severe limitations (Chauchat et al., 2013):

- When the sediment concentration approaches zero, an infinite permeability \( k \) is obtained through Equation (2.29). In fact, a finite and constant value should be obtained for permeability \( k \).

- The effective stress appears only when the sediment concentration exceeds a critical value that can allow the formation of networks for sediment flocs. When the sediment concentration is lower than the critical value, the networks do not exist and the effective stress vanishes.

To overcome the limitations mentioned above, Chauchat et al. (2013) presented new formulae for effective stress and permeability:

\[ k = w_i / [\alpha_s (\rho_s / \rho_f - 1)] \]  \hspace{1cm} (2.31)

\[ w_i = \begin{cases} 
  w_0 (1 - \alpha_s)^{n_f/2} (1 - \phi)^{n_f/2-1} (1 - \phi_{\text{max}}), & \alpha_s \leq \frac{\alpha_{gel}^{\text{gel}}}{\chi} \\
  w_0^{\text{gel}} \left( \frac{\chi \alpha}{\alpha_s^{\text{gel}}} \right)^{-2/(3-n_f)+1}, & \alpha_s > \frac{\alpha_{gel}^{\text{gel}}}{\chi} \end{cases} \]  \hspace{1cm} (2.32)
in which \( w_s \) is empirical settling velocity near the bed including the hindered settling effects. The value of \( \phi_{max} \) corresponds to the gelling fraction \( \alpha_{gel} \), and \( \chi \) is a coefficient. \( w_s^{gel} \) equals \( w_s \) when \( \alpha_s = \alpha_{gel} \). \( \rho_f \) is the density of mud flocs.

\[
\sigma_v = \begin{cases} 
0, & \alpha_s < \alpha_{gel} \\
\sigma_0 \left[ \left( 1 - \frac{\alpha_s - \alpha_{gel}}{\alpha_{max}} \right)^{-2(3-\gamma_f)} - 1 \right], & \alpha_s \geq \alpha_{gel}
\end{cases}
\]  

(2.33)

where \( \alpha_{max} \) and \( \sigma_0 \) are coefficients need to be calibrated.

The main processes of sediment dynamics (floculation, settling/hindered settling, and consolidation) are introduced. In the current research, all the processes mentioned above will be implemented into the presented two-phase model (Chapter 4). The interaction between sediment and fluid is also very important and incorporated into the two-phase model as well.

It should be mentioned that another important process of sediment dynamics is sediment erosion. On the bottom bed which consists of cohesive sediment, a lot of pollutants such as organic materials, heavy metals accumulate. Thus the knowledge on the erosional process is essential for the management of water quality (De Sutter et al., 1999). Furthermore, the erosion process controls the amount of sediment mass suspended in the water column in some coastal waters, the cohesive sediment transport cannot be accurately predicted without fully understanding the erosion process of cohesive sediment (Hir et al., 2008; Jacobs et al., 2011; Thomsen and Gust, 2000; Whitehouse et al., 2000). Partheniades-Krone formulation was adopted by van der Ham and Winterwerp (2001) to simulate the erosion process of EMS/Dollard estuary. In the current study
Partheniades-Krone formulation is incorporated into the two-phase model to study the erosion process of EMS/Dollard estuary. Then it is also modified and applied to Yangtze River.

2.2 Numerical studies on the cohesive sediment transport

The cohesive sediment dynamics are comprehensively reviewed in Section 2.1 and the numerical studies on the cohesive sediment transport are reviewed in this Section in order to establish the current knowledge about cohesive sediment transport.

2.2.1 Single-phase models

The single-phase models have been widely applied to the study of cohesive sediment transport in estuaries, lagoons and coastal waters (Lopes et al., 2006; Lumborg and Pejrup, 2005; Maggi et al., 2007; Spearman et al., 2011; van der Ham and Winterwerp, 2001). In the single-phase models, the horizontal momentum equation can be written as (van der Ham and Winterwerp, 2001):

\[
\frac{\partial \bar{U}}{\partial t} + \frac{1}{\rho_{\text{mix}}} \frac{\partial \bar{P}}{\partial x} = \frac{\partial}{\partial z} \left( (\nu_{\tau} + \nu_{G}) \frac{\partial \bar{U}}{\partial z} \right)
\]  

(2.34)

where \( \bar{U} \) is ensemble mean velocity in the horizontal direction, \( \rho_{\text{mix}} \) is fluid bulk density. \( \nu_{\tau} \) is eddy viscosity respectively. \( \frac{\partial \bar{P}}{\partial x} \) is horizontal pressure gradient in the \( x \) direction.

As the 1DV single-phase model is driven by measured depth averaged and time varying velocity \( U_m \), to solve Equation (2.34), the calculated depth averaged velocity \( U_d \) is adjusted to equal as \( U_m \):
\[
\frac{1}{\rho_{\text{mix}}} \frac{\partial \tilde{P}}{\partial x} = -\frac{\tau_b}{\rho_{\text{mix}} h} + \frac{U_g - U_m}{T_{\text{rel}}} \tag{2.35}
\]

where \( h \) is the water depth and \( T_{\text{rel}} \) is a relaxation time, \( \tau_b \) is the bed shear stress.

The balance equation of sediment concentration can be written as (Spearman et al., 2011):

\[
\frac{\partial \bar{C}}{\partial t} = \frac{\partial}{\partial z} \left[ \Gamma \frac{\partial \bar{C}}{\partial z} + w' \bar{C} \right] \tag{2.36}
\]

where \( \Gamma \) is eddy diffusivity.

The single-phase models have been extensively applied to model the cohesive sediment transport processes. A 1DV sediment transport model was developed by Teisson et al. (1992) to study the vertical distribution of suspended sediment concentration by considering the interactions between fluid and sediment, while the hindered settling effects were not incorporated into the model. A Reynolds stress turbulence model was introduced to study the buoyancy effects through a sediment induced buoyancy term included in the vertical stress equations. The model results showed that the flow structure was altered and the bed shear stress was reduced due to the existence of cohesive sediment even at very low concentration of \( 1 \text{ kg/m}^3 \).

Kranenburg (1998) carried out a simulation of sediment transport in the saturation concentration which means the settling of particles are counteracted by turbulence and the vertical sediment flux equals to zero. The model was developed based on the Prandtl-mixing theory and used a modified turbulence damping functions by extending the Monk-Anderson damping equations. With the derived damping functions introduced, Kranenburg (1998) concluded that a stronger damping effects for increasing gradient
Richardson number and a better agreement with the field measurements were obtained compared to other functions. It has been stressed that it is not recommended to replace the standard $k-\varepsilon$ model with the new derived damping model, because it may not so generally applicable.

A more comprehensive study on the interaction of turbulence and suspended sediment was carried out by Toorman et al. (2002). The full hydrodynamic equation and sediment balance equation are solved and implemented with Prandtl mixing length and standard $k-\varepsilon$ turbulence model. In terms of the high order turbulence model such as Reynolds stress model, Toorman (2002) argued that no better results are predicted but at a higher calculation cost.

The model results showed that the introduced buoyancy effects explained the decrease of Von Karman constant. And the dissipation is very strong around the lutocline and near the bottom, according to which a more comprehensive two layer approach was recommended by Toorman et al. (2002).

van der Ham and Winterwerp (2001) reported their simulations of cohesive sediment transport in the Ems-Dollard estuary with a $k-\varepsilon$ turbulence model. In their work, the flocculation process was simulated using Equation (2.1) and (2.2), the sediment availability was introduced by limiting the depth-averaged sediment concentration $\overline{C}$ less than the maximum depth-averaged sediment concentration of $\overline{C_{\text{max}}}$ . A buoyancy destruction of turbulent kinetic energy term was included in the transport equation of turbulent kinetic energy $k$.

The results indicated that the buoyancy effects can results in the rapid decrease of sediment concentration close to the slack water. Due to the availability of sediment, the
increase of sediment concentration stops before the maximum current velocity is reached. The results also showed that the consideration of flocculation process is of little use, which is not consistent with observations in the Ems/Dollard estuary that the flocculation process is important in the formation of floc sizes/settling velocities and thus the cohesive sediment transport process (Van der Lee, 2000; van Leussen, 1999, 2011).

Later, Winterwerp (2002) presented a three dimensional model to study the variation of settling velocity and floc size at estuaries. In this study, both the flocculation and hindered settling models (Equation (2.22) are implemented into the model. It was concluded that the observed features cannot be properly simulated using a constant settling velocity because of the flocculation process. Due to the temporal variation of floc size and settling velocity, the gelling concentration varies over a large range and thus the concentration of fluid mud layers.

To specify the flocculation process on the transport of cohesive sediment transport, Son and Hsu (2011) applied a 1DV model to simulate the SSC at Ems/ Dollard Estuary. The extended flocculation model based on the semi-empirical lagrangian flocculation model developed by Winterwerp (1998), which can quantitatively predict the floc sizes (Figure 2.5) and settling velocities, are incorporated into 1DV model. The effects of flocculation efficiency, turbulence shear rate, SSC and yield stress of flocs are taken into consideration in the flocculation model.
Figure 2.5 Temporal evolution of floc size predicted using flocculation model of Son and Hsu (2009).

The models results capture the essential features of cohesive sediment transport observed at Ems/Dollard Estuary. However, the model results agrees less favorably with field measurements than the results from van der Ham and Winterwerp (2001). The calculated SSC at 0.7 m and 0.3 m above the bed are both less than the field measurements. Also, it has been observed that a time lag exists between the flow velocity and sediment concentration (Dyer et al., 2000; van Leussen, 1999, 2011), which is explained as the erosion/deposition features in Ems. However, the time lag disappears in the model results of Son and Hsu (2011), as the calculated SSC peaks always appear earlier than measurements. This may because the complex flocculation model, though takes variable other effects into consideration, may not address the main factors such as SSC controlling the flocculation process. As it has been found by Van der Lee (2000) that the floc sizes and settling velocities correlate with suspended sediment concentration on a tidal time scale at the Ems/Dollard estuary.
Son and Hsu (2011) also investigated the effects of erodibility on the cohesive sediment transport and suggested that it is essential to adopt the variable critical shear stress, which is related to eroded sediment mass $M_s$ (Equation (2.37)), when calculating upward sediment flux $E_s$.

$$E_s = \text{Max}[\beta_e(\frac{\tau_b}{\tau_c(M_s)} - 1), 0]$$

(2.37)

$$\tau_c = \alpha'_2(M_s - \alpha'_3)^{\alpha_1}$$

(2.38)

where $\beta_e$ is an empirical erosion flux coefficient and $M_s$ is eroded sediment. $\tau_c(M)$ is critical shear stress calculated by Equation (2.38). $\alpha'_1$, $\alpha'_2$, and $\alpha'_3$ are coefficients.

These single-phase models are based on the assumption of sediments being passive scalar and following the movement of fluid flow with negligible inertia effects (Nguyen et al., 2009). Although acceptable predictions using this type of single-phase models have been reported for specific problems, their representation of the actual physical processes is rather crude. For example, the impact of suspended sediment on flows and particle-particle interactions is often ignored (Nguyen et al., 2009). To describe the sediment settling velocity, which is the key variable in understanding the cohesive sediment transport process and cannot be calculated directly, site-specific model parameters have to be adopted in the models (Camenen and Pham van Bang, 2011). The settling velocity of the flocs generally depends not only on the floc size and floc density but also on the concentration. To account for different settling regimes such as flocculation and hindered settling regimes, different empirical formulae are used and thus a large amount of calibration work needs to be done in order to determine the empirical coefficients.
Furthermore, the cohesive sediment deposition and erosion occurs at the surface of the bed where usually a layer of fluid mud is formed (McAnally et al., 2007). Sediment processes such as sedimentation and consolidation occur within this layer. Since the consolidation process can not be included in the single-phase models, an assumption of a fictive bed should be made to define the calculation domain. To simulate the cohesive sediment transport processes from the surface of water column to the ‘real bed’, where the bed is under the fluid mud, well consolidated and difficult to be eroded, these single-phase models should be coupled with models for settling and consolidation bed which is available from Winterwerp and Van Kesteren (2004).

2.2.2 Two-phase models

Models for sediment transport are basically classified into two groups, namely, single-phase model and two-phase model. Recently the two-phase models are becoming more and more popular in the research of sediment transport. In such models, the continuity equations and momentum equations for both phases (fluid and solid phase) are solved separately. In this section, two-phase models used in the simulation of cohesive sediment transport are comprehensively reviewed to prepare for the development of two-phase model in the current dissertation.

For 1DV two-phase models, the continuity and momentum equations for solid phase and fluid phase are derived separately by averaging the local instantaneous conservation equations. The continuity equation for both phases can be written as (Dong and Zhang, 1999):
\[
\frac{\partial \rho_k \alpha_k}{\partial t} + \frac{\partial \rho_k u_{kj}}{\partial x_j} = \frac{\partial \rho_k \bar{u}_{kj}}{\partial x_j}
\] 
(2.39)

where \( k \) is the solid or the fluid phase, \( x_j \) \((j=1,2,3)\) is the Cartesian coordinate system, \( \alpha_k, \rho_k, u_k \) and \( p_k \) are the volumetric concentration, density, velocity vector and pressure of phase \( k \), respectively.

The momentum equation for both phases is:

\[
\frac{\partial \rho_i \alpha_i u_{ik}}{\partial t} + \frac{\partial \rho_i \alpha_i u_{ik} u_{ij}}{\partial x_j} = -\rho_i \alpha_i g \delta_{ij} - \rho_i \frac{\partial p_i}{\partial x_j} + \frac{\partial T_{ij}}{\partial x_j} - f_i
\] 
(2.40)

where \( f_i \) is the momentum transferred between fluid and solid phase. \( T_{ij} \) is stress tensor, and \( \delta_{ij} \) is the Kronecker delta.

Two-phase models have been widely applied to the study of non-cohesive sediment transport (Amoudry et al., 2005; Amoudry, 2008; Hsu et al., 2004; Hsu et al., 2003; Liu and Sato, 2005; Villaret and Davies, 1995) and recently more and more two-phase models are applied to the simulation of cohesive sediment transport processes (Chauchat and Guillou, 2013; Safak et al., 2010). Teisson et al. (1992) is probably the first to apply a two-phase model in cohesive sediment study and focused on the two way coupling between suspended sediment and fluid, namely, how the cohesive sediment alters the flow features and vice versa how the flow influences the settling process of sediment. It was concluded that with the two-phase fluid approach, the calculation domain of the model can be applied from the water surface to the bed without considering the interface between water and sediment bed in particular.

Hsu (2003) developed a two-phase model to calculate the dilute sediment
concentration and velocity profiles. The results were compared to the lab experiments carried out in a steady and uniform open channel. The turbulent energy was modeled using a standard $k - \varepsilon$ model, in which the dissipation of turbulence, due to the presence of suspended sediment was accounted. With the two-phase approach, the fluid turbulence damping was identified which is caused by the drag between sediment and fluid. Furthermore, the decrease of Von Karman parameter or the Prandtl mixing length can be explained.

Recently, a 2-D vertical two-phase model has been applied to simulate the turbidity maximum in Seine estuary (Chauchat et al., 2009). From the model results, a layer of high concentrated fluid mud was identified and the advantage of using a two-phase model for sediment transport was illustrated. The two-phase model allows the modelling domain can be applied from bottom of the bed to the water surface and most of the settling processes of cohesive sediment are included (see Figure 2.6).

![Figure 2.6 The settling processes of cohesive sediment (Leupi, 2005)](image)

Son and Hsu (2011) applied a simplified ‘two-phase’ model (in fact it is a single-phase model) to study the resuspension of cohesive sediment in which the flocculation
process is modelled through linearly combining the aggregation and break up processes. Their results showed that the mud flocs settling processes were much better predicted when flocculation process was incorporated into the sediment transport model. More realistic properties of mud flocs are accounted using variable fractal dimensions and yield strenghts to describe the flocculation process. However, a notable drawback in the model is that the settling velocity of mud flocs is calculated using empirical equations rather than directly calculated based on an adopted mechanism (Zhang and Dong, 2000).

Chauchat et al. (2013) presented a 1DV two-phase model to simulate the sedimentation-consolidation processes for both non-cohesive sediment and cohesive sediment. However, horizontal velocity and sediment processes such as hindered settling and consolidation processes were not taken into consideration. Though the model results showed a good agreement with lab measurements, the proposed source term for effective stress is only the function of concentration and loses sight of the history effects of aggregate structure evolution. Also a constant fractal dimension was adopted to describe the structure of mud flocs, which is not appropriate.

Overall, the two-phase approach allows the modelling domain covers from the suspension surface to the bottom bed and has a major advantage when compared to the model of Kynch (1952) or Gibson et al. (1967). Furthermore, this work provided a framework for the study of sedimentation of mud flocs in coastal waters.

Most two-phase models focused on the settling processes of mud flocs and interactions between fluid and suspended sediment. Safak et al. (2010) adopted the two-phase model, which was presented by Hsu et al. (2009), for the study of coupling of mud flocs and near bed wave-current generated turbulent flows. The model results indicated
that the turbulence dissipation caused by density effects is important when calculating the kinetic energy equation. The gradient Richardson number decreased significantly within the wave boundary layer.

2.2.3 On the necessity of two-phase model development

For single-phase models, one of the most important advantages is that they can provide acceptable results in some circumstances less computer calculation (Nguyen et al., 2009). Sediment-fluid interaction, inter-particles interaction and fluid-bed interaction are important but are difficult to be implemented into the single-phase models. When doing cohesive sediment transport simulation with low sediment concentration, the inter-particle stresses and sediment-fluid interaction can be neglected (Lopes et al., 2006; Lumborg, 2005). When sediment availability is limited, a fictive bed, which cannot be eroded, can be assumed to avoid the fluid-bed interaction (Spearman et al., 2011). The results predicted by single-phase models may perform adequately compared to two-phase models. When dealing with the problems of high-concentrated cohesive sediment transport in estuaries such as Yangtze River Estuary, where a layer of fluid mud should be considered, a two-phase model should be used.

As discussed above, a number of two-phase models have been developed, some of which are specially designed for modelling mud sedimentation dynamics (Boulton et al., 2006; Chauchat et al., 2013; Hsu et al., 2007; Nguyen et al., 2009). The theoretical soundness and predictive capability of these models have been shown for various flow conditions. However, due to the lack of detailed data, two-phase mud flow models have largely been applied to or validated against laboratory measurements in simple settling tank or open channel experiments (Chauchat and Guillou, 2013; Chauchat et al., 2013;
Torres-Freyermuth and Hsu, 2010) or limited field measurements of concentration change over a relatively long time scale (Son and Hsu, 2011).

In the current dissertation, the sediment suspension in Ems/Dollard Estuary and sedimentary processes on an erosional mudflat at Yangtze River Delta will be studied. The Ems/Dollard Estuary is ebb current dominate (Dyer et al., 2000; Talke and de Swart, 2006). Flocculation process is observed and is important in determining floc sizes, settling velocities and the cohesive sediment transport in Ems/ Dollard estuary (Van der Lee, 2000; van Leussen, 1999, 2011). However, the model results calculated from van der Ham and Winterwerp (2001) show that the flocculation process hardly influences the suspended sediment distribution in the water column. This may be because the improper coefficients were selected for the empirical-formulae to calculate settling velocities in single-phase model.

In terms of the mudflat at Yangtze River Delta, though located in the transition zone between Yangtze Estuary and Hangzhou Bay, the coastal evolution is governed by Yangtze River. The surface suspended sediment concentration at Luchaogang ranges from < 0.1 kg/m$^3$ to > 2 kg/m$^3$ (Zhu et al., 2014), which means sediment processes such as flocculation, hindered settling and inter-particle stresses should be included in the numerical model. Seasonal bed level change is up to 40 cm, which indicates that a strong fluid-bed interaction occurs on this mudflat. Furthermore, the mudflat evolution is under the combined action of strong tidal currents and waves, which will further complicate the sediment processes.

To study the sedimentary processes in areas mentioned above, a two-phase model is developed in Chapter 4. In the two-phase model, most of the important sediment
processes including hindered settling, fluid-mud interactions and especially the flocculation process, which has not been considered in other two-phase models, are incorporated. Essential forces such as inter-particle stresses and shear stresses under combined waves and currents are included. The source term of fluid stress in horizontal direction is modified to account for the turbulence dissipation caused by cohesive sediment, especially the fluid mud. The two-phase model will be validated and applied to field measurements in Chapter 5.
Chapter 3 A dynamic model for coastal mud flocs with distributed fractal dimension

In this chapter, a flocculation model is developed based on the normal distribution of fractal dimension of mud flocs. As the flocculation process has been comprehensively reviewed in Chapter 2, here only references related to the development of flocculation model are introduced to specify the knowledge gaps and explain the necessity of developing the new flocculation model.

3.1 Introduction

Cohesive sediment transport in estuaries and coastal areas is one of the most important processes controlling their morphological evolution. An accurate determination is required for the settling velocity of the material in suspension in order to predict the transport of cohesive sediments. Different from the sands and gravels, whose physical properties such as shape, density and particle size are relatively constant and the settling velocities can be estimated fairly accurately using various empirical formulae, muddy sediments appear as flocs in suspension due to flocculation process (Son and Hsu, 2011; Spicer and Pratsinis, 1996; Winterwerp, 2002). The transport process of cohesive sediment is significantly affected by flocculation during which the slowly sinking primary particles aggregate and form large, rapidly sinking flocs (Winterwerp, 1998). The dynamical and physical properties of mud flocs are completely changed and further the sedimentation, consolidation and resuspension processes of cohesive sediment will be significantly affected.
In recent years, considerable efforts have been made to study the flocculation processes and quantify floc properties through either laboratory experiments or theoretical models (Biggs and Lant, 2000; Keyvani and Strom, 2014; Lee et al., 1994; McAnally and Mehta, 2000; Son and Hsu, 2009; Winterwerp, 1998). To better understand the coupled effect of suspended particle mass concentration and turbulence on flocculation, field measurements were also carried out on muddy estuaries and shelves (Safak et al., 2013). Mud flocculation under different shear intensities was investigated and significant sediment supply associated with high level turbulence shear was suggested as a main cause for the breakup of macroflocs. To investigate the effect of multiple shear cycles on the equilibrium flocs size, Keyvani and Strom (2014) conducted laboratory experiments using a mixture of sediment containing 80% kaolinite and 20% montmorillonite. Their results showed that the equilibrium flocs size only depends on shear intensity.

Treating flocs as self-similar fractal entities (see Figure 3.1) requires the determination of the fractal dimension as it will affect the calculation of the effective density of flocs and settling velocity. Based on the constant fractal dimension assumption, Winterwerp (1998) developed a flocculation model by linearly combining aggregation and break-up processes. Although describing all flocs with a single fractal dimension is convenient for calculation, it is inadequate to represent the complex geometry of mud flocs formed under varying shear and concentration conditions. Martinis and Risovic (1998) suggested that the value of fractal dimension decreases from 3 to 1.2 when diameters of cohesive sediments increase from small particles to large aggregates. The experimental results by Dyer and Manning (1999) showed that the flocs geometry can
only be well described using fractal dimensions ranging from 3 to 1 instead of an optimal fixed value 2. Many other researchers also concurred that fractal dimensions are not constant under different flow conditions, for different floc sizes and aggregation mechanisms (Khelifa and Hill, 2006, Maggi et al., 2007, Vahedi and Gorczyca, 2011).

To predict the settling velocity and effective density of flocs, Khelifa and Hill (2006) processed a large number of data sets involving flocs ranging from 1.4 to 25500 µm and found that a power law distribution of fractal dimension can fit data and predict the mean value of the settling velocity with large data scatter. This is because in reality, a range of settling velocities can usually be found for any given floc size as shown in many field measurements (Dyer and Manning, 1999; Gibbs, 1985; Sternberg, Berhane and Ogston, 1999). Because the structure of muddy flocs was different and so was the effective density. To account for the large range of settling velocities for the same sized flocs, Vahedi and Gorczyca (2012) suggested that multiple exponents should be used to predict the settling velocity. In their study, a normal distribution of fractal dimensions is assumed and the results agree well with experimental measurements data. One floc size with multiple fractal dimensions may have multiple yield strengths which will strongly influence the break-up process of flocculation. Son and Hsu (2009) improved the existing flocculation model by taking into the consideration of variable fractal dimension suggested by Khelifa and Hill (2006) and provided the expression for variable yield strengths of flocs.

The aim of this Chapter is to improve the description of floc properties and develop a time-dependent flocculation model by taking into consideration the distributions of fractal dimensions and yield strengths. The model developed will be limited to the effect
of turbulent shear as among the three mechanisms, those are known to affect the flocculation process, i.e. Brownian motion, turbulent shear and differential settling, the turbulence shear effect is usually dominant in coastal environment (Lee et al., 2011; Winterwerp, 1998). The model has been validated against available experimental data.

![Figure 3.1 Virtual structure of mud flocs which are treated as the self-similar fractal entities. The two-dimensional fractal dimension of the presented flocs is $n_f = 1.43$.](image)

3.2 Research methods

The formation and deposition of mud flocs in estuaries and coastal waters is an unsteady process as floc size, density and settling velocity can all vary with time and are critically dependent on the distribution of fractal dimensions of the flocs. Therefore, in formulating the present floc model, fractal dimensions of flocs, settling velocity, and floc development addressing flocculation and break up processes are treated separately as described below.

3.2.1 Fractal dimensions of flocs

To reflect the fact that the fractal dimension of mud flocs are generally not constant but distribute over a certain range, we assume fractal dimension for a given floc size class
$D$ to be normally distributed as suggested by Vahedi and Gorczyca (2012):

$$P(nf)_D = \frac{1}{\sqrt{2\pi}\sigma_D} \exp\left(-\frac{(nf - \mu_D)^2}{2\sigma_D^2}\right) \quad (3.1)$$

where $\mu_D$ and $\sigma_D$ are the mean and standard deviation of $nf$, respectively.

For flocs in size class $D$, the mean value of fractal dimension $\mu_D$ should be determined first. Vahedi and Gorczyca (2011) divided flocs into large groups (>50 µm) and small groups (<50 µm) and within each group a linear relationship is used to represent the variation of mean fractal dimension with floc size. Khelifa and Hill (2006) suggested that the fractal dimension of floc will decrease as the floc size increases and the mean fractal dimension value is calculated using a power law of the ratio between floc size $D$ and primary particle size $d$. This relationship is adopted in the present study which is:

$$\mu_D = \alpha \left(\frac{D}{d}\right)^\beta \quad (3.2)$$

where $\alpha$ and $\beta$ are empirical coefficients and equal to 3 and $\log(F_c / 3) / \log(D_c / d)$ respectively in which $D_c$ is a characteristic size of flocs and set to be 2000 µm and $F_c$ is a characteristic fractal dimension and is set to be 2 (Khelifa and Hill, 2006).

As to the standard deviation $\sigma_D$, it needs to reflect the variation range of fractal dimensions in the available data. Due to the differences in aggregation mechanisms, the fractal dimension values around 1.8-1.9 are reported for cluster-cluster aggregation; 2.5-2.51 for Brownian flocculation; 1.6-2.2 for diffusion-limited colloidal aggregation and 1.8-2.1 for reaction-limited colloidal aggregation (Maggi et al., 2007; Meakin, 1983; Risović and Martinis, 1996). For inorganic flocs, the values determined by Li and
Ganczarczyk (1989) are in the range of 1.59-2.85. For very fragile flocs, the values are found to be around 1.4 or lie between 1.52-1.72 (Dyer and Manning, 1999; Li and Logan, 1995). Based on these results, the fractal dimension can be taken as falling within [1.6, 2.4] for large fragile flocs, whereas it is very close or equal to 3 for small particles. Therefore, the standard deviation of fractal dimension should range from zero ($\sigma_D = 0, D = d$) for primary particles (smallest) to a value appropriate for larger fragile flocs. In the literature, both a logarithmic and a linear increase of the variance of fractal dimension are discussed by Vahedi and Gorczyca (2012). As the logarithmic increase of the variance of fractal dimension is physically more realistic than the linear one, it is adopted here:

\[ \sigma_D = \alpha_i \ln(D/d) \]  

in which $\alpha_i$ is an empirical coefficient. $\sigma_D$ is zero when the floc size approaches $d$, the size of the primary particle. When the floc size becomes $D_c$ the fractal dimension is specified to be within the range of [1.6, 2.4]. For a normal distribution the probability within plus and minus 4 times $\sigma_D$, $P(\mu - 4\sigma < x < \mu + 4\sigma)$, is more than 99.9%. We can thus estimate the standard deviation ($\sigma_{D=D_c}$) according to the suitably prescribed characteristic floc size $D_c$ as $\sigma_{D=D_c} = (2.4-1.6)/8 = 0.1$. $\alpha_i$ can be easily determined as $\alpha_i = \sigma_{D=D_c} / \ln(D_c/d)$.

3.2.2 Settling velocity

According to previous investigations (Kranenburg, 1994; Winterwerp, 1998), the relationship between effective density and fractal dimension of a single floc is given by:
Based on Stokes Law, Winterwerp (1998) obtained the settling velocity expression
Equation (2.13) on the basis of balancing drag and gravitational forces and incorporating
Equation (3.4), for simplicity the equation is rewritten here as:

$$w_s = \frac{f_s}{18} \frac{\rho_s - \rho_w}{\mu} \left( \frac{D}{d} \right)^{\beta} \left( \frac{D}{d} \right)^{-3} \left( \frac{D}{d} \right)^{\beta}$$

As the fractal dimension is now considered to decrease with the increase of floc size,
according to Equation (3.2), the relationship between the floc density and mean value of
fractal dimension can be determined as:

$$\Delta \rho = \rho_f - \rho_w = (\rho_s - \rho_w) \left( \frac{D}{d} \right)^{\beta - 3}$$
$$n_f = \alpha \left( \frac{D}{d} \right)^{\beta}$$

where \( \Delta \rho \) is the effective density. Combining Equations (3.5) and (3.6) leads to the new
settling velocity equation:

$$w_s = \frac{f_s}{18} \frac{\rho_s - \rho_w}{\mu} \left( \frac{D}{d} \right)^{\beta} \left( \frac{D}{d} \right)^{\beta}$$

Vahedi and Gorczyca (2012) calculated the settling velocities with a power law
variation for mean and a logarithmic variation for the standard deviation of the normal
distribution. The results of calculated settling velocities fitted well with the data collected
for the settling velocities of lime softening flocs.
Inspired by this work, the distribution of fractal dimension is incorporated in calculating the excess density of mud flocs in this study. Different from the Vahedi and Gorczyca (2012) model in which scatters of settling velocities for floc size class D were randomly generated, Equation (3.8) is used in the current study to take account the effects of distribution of fractal dimension. The advantage of this approach is that it is easier to be incorporated into sediment transport models and it is also more representative in calculating the effective density with Equation (3.8) instead of Equation (3.4). The effective (or mean) density of mud flocs $\Delta \rho_e$ for a given floc size class D is calculated by:

$$
\Delta \rho_e = \rho_f - \rho_w = (\rho_f - \rho_w) \int_{\mu_D - 4\sigma_D}^{\mu_D + 4\sigma_D} \frac{D^n}{d}^{\nu - 1} \frac{1}{\sqrt{2\pi\sigma_D}} \exp\left(-\frac{(nf - \mu_D)^2}{2\sigma_D^2}\right) df
$$

Replacing $\Delta \rho$ in Equation (3.6) with $\Delta \rho_e$ given by Equation (3.8) leads to the mean settling velocity for floc size class $D$:

$$
w_s = \frac{f_s}{18\mu} g \frac{D^2 \Delta \rho_e}{1 + 0.15 \text{Re}^{0.887}}
$$

Equation (3.5) clearly shows that $w_s$ increases with $nf$ but now $nf$ can have values within the interval $[\mu_D - 4\sigma_D, \mu_D + 4\sigma_D]$. To illustrate the settling velocity distribution more clearly, two boundary lines corresponding to the upper and lower limits of $nf$ are calculated instead of generating random scatter points, as:

$$
w_{s_u} \quad \text{when} \quad nf = \mu_D + 4\sigma_D = \alpha\left(\frac{D}{d}\right)^\beta + 4\sigma_D
$$

$$
w_{s_l} \quad \text{when} \quad nf = \mu_D - 4\sigma_D = \alpha\left(\frac{D}{d}\right)^\beta - 4\sigma_D
$$

Figure 3.2 shows the calculated results as compared with field and laboratory data.
collected by Khelifa and Hill (2006) from various sources. The middle line is calculated with Equation (3.9) while the upper and lower lines are calculated with Equations (3.10a) and (3.10b) respectively. As the large flocs are very fragile and few data points can hardly represent the true distribution of settling velocities we have limited our study on the floc size less than 2100 μm for the largest floc size classes. It is of interest to note that the data points within the boundary lines are not evenly distributed with most being gathered around the middle line and the data points become sparser when approaching to the boundary lines.
3.2.3 Floc development model

Following Winterwerp (1998), the relationship between the volumetric concentration, mass concentration $C$ and the number of flocs per unit fluid volume $n$ is taken as:
\[ \phi = \left( \frac{\rho_s - \rho_w}{\rho_f - \rho_w} \right) \frac{C}{\rho_s} = f_n D^3 \]  

(3.11)

Levich (1963) deduced the particles flocculation rate due to flow turbulence by integrating the diffusion equation over a finite volume:

\[ \frac{dn}{dt} = -\frac{3}{2} e_c \pi e_d GD^3 n^2 \]  

(3.12)

As discussed by Lick et al. (1992) \( e_c \) is a function of floc size and floc density and is difficult to be determined. Therefore \( e_c \) is assumed to be constant for simplicity. As \( \alpha = 3 \), \( \frac{dn}{dD} \) can be derived as the following from Equations (3.2), (3.4) and (3.11):

\[ \frac{dn}{dD} = -\frac{3C}{\rho_s f_s} D^{\eta_f - 3 - \beta} D^{-\eta_f + 4 + \beta} (\beta \ln D d + 1) \]  

(3.13)

Combining Equations (3.12) and (3.13) gives:

\[ \frac{dD}{dt} = \frac{C e_c \pi e_d}{2 \rho_s f_s} G D^{\eta_f - 3 + \beta} D^{-\eta_f + 4 + \beta} \frac{1}{\beta \ln(D / d) + 1} \]  

(3.14)

In describing the floc breakup process, the floc size is assumed small enough so that the effects of inter-particle collisions on floc break-up can be ignored and only the effects due to turbulent shear are taken into account. Based on dimensionless analysis, Winterwerp (1998) suggests that the floc break-up process has a relationship with floc size, \( D \), the floc yield strength \( \tau_y \) and dissipation parameter \( G \):

\[ \frac{dn}{dt} = n e_c G a \left( \frac{D - d}{d} \right)^\eta \left( \frac{\tau}{\tau_y} \right)^\nu \]  

(3.15)

where \( \tau \) is the shear strength due to turbulence. \( F_y \) is floc yield strength. In the analysis
of Winterwerp (1998), $F_y$ is regarded as a constant. The values of $p=1$ and $q=0.5$
suggested by Son and Hsu (2009) and Winterwerp (1998) are used in this study.

By assuming that the floc yield strength is a function of the number of primary
particles and the cohesive force of each particle in the rupture plane, the following
equation is proposed (see more details in Son and Hsu (2009)).

$$F_y = B_1 \left( \frac{D}{d} \right)^{2n_{f}/3} D^{-2}$$

(3.16)

where $B_1 = (\pi / 6)^{-2/3} F_{c,p}$.

In Equation (3.15), the floc break up rate $dn / dt$ is proportional to the ratio between
turbulent shear stress ($\tau_i$) and floc yield strength ($F_y$), here we assume that only flocs
with yield strength smaller than turbulent shear $\tau_i$ contribute to the flocs break up rate.

As $F_y$ is a function of floc size $D$ and fractal dimension $n_f$, Equation (3.15) in terms of
mean turbulence shear is rewritten as:

$$\frac{dn}{dt} = n e G a \left( \frac{D - d}{d} \right)^{p} \int_{n_f(D)}^{\eta_{\text{max}}(D)} \frac{\tau_i}{\mu_i - 4\sigma_{i,p}} \left( \frac{\tau_i}{F_y(D, n_f)} \right)^{q} \frac{1}{\sqrt{2\pi \sigma_{n_f}}} \exp\left( - \frac{(n_f - \mu_{n_f})^2}{2\sigma_{n_f}^2} \right) \, dn_f$$

(3.17)

where $n_f(D)$ is the maximum fractal dimension that allows $F_y$ smaller than $\tau_i$ for a
given floc with size $D$.

Equation (3.16) shows that $\tau_i$ increases as $n_f$ increases for a given floc size $D$. The
maximum $n_{f,\text{max}}(D)$ can be calculated as:

$$B_1 \left( \frac{D}{d} \right)^{2n_{f,\text{max}}(D)/3} D^{-2} = \tau_i$$

(3.18)

where $\tau_i = \mu G$ (see Winterwerp (1998) for more details), then
Using the chain rule, from Equations (3.13) and (3.17), the floc break-up process is obtained:

\[
\frac{dD}{dt} = -\frac{Gd^\beta}{3}\left(\frac{\mu G}{B_i}\right)^\eta D^{1-\beta+2\eta}d^{-\eta}(D-d)^\eta \frac{1}{\beta \ln(D/d) + 1} \\
\times \int_{\mu_\nu-4\sigma_{\nu}}^{\delta f_{nf}(D)} \left(\frac{D}{d}\right)^{-2\omega_{nf}} \frac{1}{\sqrt{2\pi}\sigma_D} \exp\left(-\frac{(nf-\mu_D)^2}{2\sigma_D^2}\right)dnf
\]

(3.20)

By combining linearly the preceding formulae derived for aggregation and break-up processes the complete time-dependent flocculation model can be obtained as:

\[
\frac{dD}{dt} = \frac{Gd^\beta}{\beta \ln(D/d) + 1} \left[ \frac{k_A c}{3 \rho_s} \delta f_{nf} D^{-\beta+4} \right. \\
- \frac{k_B}{3} \left(\frac{\mu G}{B_i}\right)^\eta D^{1-\beta+2\eta}d^{-\eta}(D-d)^\eta \left. \int_{\mu_\nu-4\sigma_{\nu}}^{\delta f_{nf}(D)} \left(\frac{D}{d}\right)^{-2\omega_{nf}} \frac{1}{\sqrt{2\pi}\sigma_D} \exp\left(-\frac{(nf-\mu_D)^2}{2\sigma_D^2}\right)dnf \right]
\]

(3.21)

where \( k_A = (3e_\nu \pi e_\nu) / 2f_s \) and \( k_B = ae_b \).

In the results section, the new model is denoted as model A, which accounts for the normal distribution of fractal dimension and yield stress of mud flocs, and the model proposed by Son and Hsu (2009) as Model B, which adopted a single value of fractal dimension for a given floc size class.

3.3 Results

To use the flocculation model, the coefficient \( B_i \) needs to be determined first. Here we assume that all the yield strengths of flocs are smaller than turbulent shear when the mean floc size reaches the equilibrium floc size.
\[ B_i \left( \frac{D_{eq}}{d} \right)^{2n(D_{eq})} D_{eq}^{-2} = \mu G \]  

(3.22)

where \( D_{eq} \) is the equilibrium floc size, \( n(D_{eq}) = \mu D_{eq} + 4\sigma D_{eq} \) then:

\[ B_i = \mu GD_{eq}^2 \left( \frac{D_{eq}}{d} \right)^{2n(D_{eq})} \]  

(3.23)

For both models we assume the floc size growth rate \( \frac{dD}{dt} \) equals zero when the floc size equals \( D_{eq} \) and then \( \frac{k^A_i}{k^B_i} (\text{for Model A}) \) and \( \frac{k^A_i}{k^B_i} (\text{for Model B}) \) are both constant values. The parameters \( k^A_i \) and \( k^B_i \) are selected based on the best fit between the predicted curves and experiment data.

Model A, Equation (3.21) has been applied to four experimental datasets from various sources. To better present the effect of fractal dimension distribution on the temporal evolution of flocculation, Model A is compared with the model presented by Son and Hsu (2009) (to be referred to as Model B) which is based on a single fractal dimension for each floc size class.

The first dataset is from the experiment carried out by Spicer et al. (1998) (denoted as case 1) and is used to validate both flocculation models. The experiment was carried out in a stirred tank to investigate effect of shear rate \( G = \sqrt{\varepsilon/\nu} \) on the floc properties (floc size, floc structure and floc density) during flocculation process. The shear rate \( G \) was specified as 50 s\(^{-1}\) during the floc size growth process. Flocs are formed by spherical, polystyrene primary particles with a diameter of 0.87 \( \mu \)m and a density of 1050 kg/m\(^3\) (Spicer and Pratsinis, 1996). The primary particles are mixed in a 2.8 L tank and the
initial particle number concentration was set as $4 \times 10^7 \text{ cm}^3$ from which the volume concentration $\phi$ was calculated to be $1.4 \times 10^{-5}$. As the mass concentration will be used in the flocculation model, the value is calculated as $C = 0.0147 \text{ kg/m}^3$. Three techniques are used for withdrawal of a sample using: a hand pipette, a syringe pump and a peristaltic pump. To keep consistent with Son and Hsu (2009), the experimental data obtained using the third technique is chosen to validate the models, because the data show largest numbers and stable curve as explained by Hsu and Balachandar (2009).

It was assumed that when $t = 0$ the floc size is equal to 10 $\mu$m for both models. It needs to be mentioned here that the primary particle diameter has to be set as 1 $\mu$m in order to avoid numerical instability (see, Son and Hsu (2009)). The maximum floc size is assumed as the equilibrium floc size. From the assumptions above all, the parameters are determined and summarized in Table 3.1.

The temporal evolutions of floc size calculated using both models are presented in Figure 3.3 together with the experiment data of Spicer et al. (1998). As it can be seen both models predict a ‘S’ shaped curve as observed or predicted previously (Winterwerp, 1998). The curves increase quickly initially and gradually reach the equilibrium size near the end of flocculation process. In other words, the floc size increase rate is decreasing during the flocculation process, because the compactness of flocs decreases with the increase of floc size and the flocs become more fragile when the floc size increases. This provides the evidence that the incorporation of variable fractal dimension by both models contribute to the ‘decrease’ of floc size increase rate of the curves. When compared with each other, Model A which is based on a normal distribution of fractal dimension seems to perform better than Model B which based on a single fractal dimension value for each
fixed floc size class. The increase rate of the curve by Model A is higher than Model B at the initial time, and the situation reverses near end of the flocculation process.

![Figure 3.3 Experimental data of Spicer et al. (1998) and model predictions](image)

**Table 3.1 Parameters used in the flocculation models for experiment (Spicer et al., 1998)**

<table>
<thead>
<tr>
<th>Model</th>
<th>$k_A$</th>
<th>$k_B$</th>
<th>$B_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3.59</td>
<td>6.617×10^{-6}</td>
<td>2.197×10^{-13}</td>
</tr>
<tr>
<td>B</td>
<td>6.74</td>
<td>4.59×10^{-6}</td>
<td>2.63×10^{-14}</td>
</tr>
</tbody>
</table>

Colomer *et al.* (2005) carried out an experiment (denoted as case 2) to investigate the particle flocculation process under low-shear conditions. In the experiments, a spherical flask was placed within an orbital shaking table and the shear rate $G$ was set from 0.45 to 2.40 s\(^{-1}\). Primary particles chosen are sulfate polystyrene latex particles with a diameter of 2.1 µm and the density is 1.055 g/cm\(^3\). The volume concentration ranges
from 0.2 to $10 \times 10^{-5}$, from which the mass concentration can be calculated to be from 2.1 to 105 g/m$^3$. To reduce the effects of differential settling on the flocculation process, a density-matched aqueous environment was created by adding 99.5% NaCl into water. The Brownian motion effect is present at the initial stage of flocculation process and can be ignored when the shear condition dominates the flocculation process. The shear rate $G = 0.45$ s$^{-1}$ is selected and volume concentration of $2 \times 10^{-5}$ are used to validate the numerical models.

The experimental data by Colomer et al. (2005) and model predictions are presented in Figure 3.4. The size of primary particle is set as 2.1 µm for both models. Other coefficients used are summarized in Table 3.2. The results of Model A and Model B perform well and the two curves predicted are almost identical. The reason is likely to be that the experiment was carried out under low-shear conditions, which can guarantee the collisions needed for aggregation and is also small enough for the aggregation to dominate in the aggregation-breakup balance (Colomer et al., 2005). The generated flocs are relatively small and have narrow fractal dimension variance ranging from 2.67 to 2.84 for equilibrium floc size. This implies that break-up formulation in flocculation Model A, which is based on a normal distribution of fractal dimension, is less effective when applied to flocculation process with small equilibrium floc size, unlike in the case of experiments by Spicer et al. (1998) in which the shear-condition ($G = 50$ s$^{-1}$) and the equilibrium floc size ($D = 250$ µm) are much larger and Model A performs clearly better than Model B.
Table 3.2 Parameters used in the flocculation models for experiment (Colomer et al., 2005)

<table>
<thead>
<tr>
<th>Model</th>
<th>$k_A$</th>
<th>$k_B$</th>
<th>$B_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.567</td>
<td>1.313×10^{-5}</td>
<td>2.10×10^{-15}</td>
</tr>
<tr>
<td>B</td>
<td>1.994</td>
<td>2.35×10^{-5}</td>
<td>4.2×10^{-15}</td>
</tr>
</tbody>
</table>

The third experimental dataset used to validate the numerical models is from Biggs and Lant (2000). The shear rate is set as $G= 19.4$ s$^{-1}$. Due to the lack of information about the density of sludge and primary particle diameter, which are needed for determining the model parameters, we follow the assumptions made by Son and Hsu (2009). The density of sludge and primary particle are assumed as 1.3 g/cm$^3$ and 2.65 g/cm$^3$ respectively. Then the mass concentration is calculated as 24.19 kg/m$^3$ and the diameter of primary particle used is 4 µm. Other parameters are listed in Table 3.3. The fourth case considered
in the study is the experiment carried out by Keyvani and Strom (2014). A mixture of kaolinite and montmorillonite clay, the concentration of which is 50 mg/L, was used to investigate the growth path and equilibrium floc size. Under the shear rate of $G = 35 \text{ s}^{-1}$ the clay was mixed in the chamber to obtain the flocculation process. Other parameters relevant are listed in Table 3.4.

Table 3.3 Parameters used in the flocculation models for experiment (Biggs and Lant, 2000)

<table>
<thead>
<tr>
<th>Model</th>
<th>$k'_A$</th>
<th>$k'_B$</th>
<th>$B_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.125×10^{-2}</td>
<td>2.07×10^{-5}</td>
<td>7.362×10^{-13}</td>
</tr>
<tr>
<td>B</td>
<td>0.02</td>
<td>2.82×10^{-5}</td>
<td>4.2×10^{-13}</td>
</tr>
</tbody>
</table>

Table 3.4 Parameters used in the flocculation models for experiment (Keyvani and Strom, 2014)

<table>
<thead>
<tr>
<th>Model</th>
<th>$k'_A$</th>
<th>$k'_B$</th>
<th>$B_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.135</td>
<td>3.5×10^{-7}</td>
<td>1.174×10^{-13}</td>
</tr>
<tr>
<td>B</td>
<td>0.1995</td>
<td>1.0×10^{-6}</td>
<td>4.2×10^{-13}</td>
</tr>
</tbody>
</table>

Model results and data from Biggs and Lant (2000) (denoted as case3) and Keyvani and Strom (2014) (denoted as case4) are plotted in Figure 3.5 and Figure 3.6 respectively. All the curves predicted by Model A and Model B seem to follow the data trend with a high increasing rate initially and gradually reaching the equilibrium floc size near the end of flocculation process.
3.4 Discussion

The results (case1, case3 and case4) presented above show that Model A predicts the
experimental data generally better than Model B, especially during the initial part of flocculation process. The reason for this superior performance can be explained as follows:

Both Model A and Model B can simplified as (Keyvani and Strom, 2014):

$$\frac{dD}{dt} = f(A) - g(B)$$  \hspace{1cm} (3.24)

where $f(A)$ and $g(B)$ represent the aggregation and breakup processes respectively. Initially the effects of aggregation $f(A)$ are dominant and the flocs grow in size. When the effects of breakup $g(B)$ balance the effects of aggregation $f(A)$, the equilibrium floc size is obtained. According to Equation (3.21), the term accounting for the breakup rate is $(\frac{\tau_r}{F_y})^{\eta}$. As Model B is based on a single value of fractal dimension for a given floc size, the term $(\frac{\tau_r}{F_y})^{\eta}$ in Model B is rewritten as $[\frac{\tau_r}{F_y(D)}]^{\eta}$. On the other hand, as Model A is based on a normal distribution of fractal dimension for one fixed floc size, the term $(\frac{\tau_r}{F_y})^{\eta}$ cannot be calculated directly. Instead, the expectation of the term $(\frac{\tau_r}{F_y})^{\eta}$, which is denoted as $E$, is used in Model A.

$$E = \int_{\mu_0-4\sigma_D}^{n_{f_{\max}}(D)} \left(\frac{\tau_r}{F_y(D, nf)}\right)^\eta \frac{1}{\sqrt{2\pi\sigma_D}} \exp\left(-\frac{(nf - \mu_D)^2}{2\sigma_D^2}\right)dnf$$  \hspace{1cm} (3.25)

As only flocs with yield stress $(F_y)$ less than the turbulent shear will break up which means in Model A, flocs group, whose size is $D$ with fractal dimension only within$[\mu_D - 4\sigma_D, n_{f_{\max}}(D)]$ interval, contributes to the breakup process. While in model B, a single value of fractal dimension is used to represent the whole flocs group whose
size is $D$ and thus the whole flocs group contributes to the breakup process. As a result, the curve calculated using Model A show a higher increase rate than Model B. To better illustrate the influence of breakup mechanism on the growth of floc size in both Model A and Model B, the ratios between $\frac{dD}{dt}$ (denoted as $g(B)$), which is defined as the growth rate of floc size due to breakup, and $\frac{dD}{dt}$, in which the term $\frac{dD}{dt}$ (denoted as $f(A)$) is defined as the growth rate of floc size due to aggregation, for different cases (case1-4) are shown in Figure 3.7, Figure 3.8, Figure 3.9 and Figure 3.10 respectively. As mentioned in Section 3.3, the parameters $k_A$ and $k_B$ are selected based on the best fit between predicted results and experiment data. As a result, the parameters ($k_A$ and $k_B$) used in Model A and Model B are different for the same case. It is meaningless to compare the absolute value of floc size growth rate due to breakup process in Model A and Model B. Consequently, the ratios between $\frac{dD}{dt}$ and $\frac{dD}{dt} + \frac{dD}{dt}$ are used.

It can be seen from Figure 3.7 to Figure 3.10, it can be seen that the ratios between breakup process ($\frac{dD}{dt}$) and the sum of floc size growth rate due to breakup process and aggregation process ($\frac{dD}{dt} + \frac{dD}{dt}$) for both models (Model A and Model B) increase until the breakup and aggregation process are balanced (the ratio is 50%). Initially the ratio of Model A is much less than that of Model B, which can be explained that the initial floc size is close to primary particles and difficult to breakup. However, Model B in which a single value of fractal dimension for floc size $D$ is adopted, overestimates the
breakup process especially at the beginning of floc size evolution (case 1, case 3 and case 4).

Figure 3.7 The ratios between floc size growth rate due to breakup process \( \left( \frac{dD}{dt} \right)_b \) and the sum of floc size growth rate due to breakup process and aggregation process \( \left( \frac{dD}{dt} \right)_a + \left( \frac{dD}{dt} \right)_b \) for case 1 (Spicer et al., 1998)
Figure 3.8 The ratios between floc size growth rate due to breakup process \( \left( \frac{dD}{dt} \bigg|_{\beta} \right) \) and the sum of floc size growth rate due to breakup process and aggregation process \( \left( \frac{dD}{dt} \bigg|_{A} + \frac{dD}{dt} \bigg|_{\beta} \right) \) for case 2 (Colomer et al., 2005)
Figure 3.9 The ratios between floc size growth rate due to breakup process \( \frac{dD}{dt} \) and the sum of floc size growth rate due to breakup process and aggregation process \( \left( \frac{dD}{dt} \bigg|_A + \frac{dD}{dt} \bigg|_B \right) \) for case 3 (Biggs and Lant, 2000)
Figure 3.10 The ratios between floc size growth rate due to breakup process \(\left|\frac{dD}{dt}\right|_B\) and the sum of floc size growth rate due to breakup process and aggregation process \(\left|\frac{dD}{dt}\right|_A + \left|\frac{dD}{dt}\right|_B\) for case 4 (Keyvani and Strom, 2014)

3.5 Summary

A new mud flocculation model is presented which is based on the assumption that fractal dimension for each floc size class is normally distributed with both its mean and standard deviation being dependent on the floc size. The model has been validated against four sets of experimental data with satisfactory results. More specifically, under low shear conditions, both the present model and the model by Son and Hsu (2009) give fairly similar predictions for relatively small equilibrium floc sized flocculation process while under high shear-conditions and with a larger equilibrium floc size the new model shows a much better performance. The results demonstrate that the distribution of fractal dimension has a significant effect on the breakup process and the flocculation model using a single value of fractal dimension for a given size class group will overestimate
the effect of breakup process. This deficiency can be effectively removed by incorporating a normal distribution of fractal dimension. Overall, the presented flocculation model considers the distribution of fractal dimension and yield strength to describe the evolution of mud floc size, density and structure, and further settling velocity, which is an essential parameter in the cohesive sediment transport model. However, due to the lack of field measurements of floc evolution process in the research areas of current dissertation, the parameters such as $e_c$ and $e_d$ cannot be calibrated. Thus, this new flocculation model is not incorporated into the two-phase model in Chapter 4, instead the simple concentration-settling velocity relationship Equation (2.1) is adopted to account for the flocculation process. The new flocculation model, as a framework, has the potential to be combined with two-phase model once the relevant data in study areas are available.
Chapter 4 Two-phase model development

4.1 Governing equations

The two-phase flow model developed in this dissertation is based on the standard theoretical framework detailed in a number of previous works (Chauchat et al., 2013; Dong and Zhang, 1999). The continuity and momentum equations for phase $k$ and can be written as:

$$\frac{\partial \rho_k \alpha_k}{\partial t} + \frac{\partial \rho_k u_{k,j}}{\partial x_j} = \frac{\partial \rho_k \alpha_k u_{k,j}}{\partial x_j}$$

(4.1)

$$\frac{\partial \rho_k \alpha_k u_{k,i}}{\partial t} + \frac{\partial \rho_k \alpha_k u_{k,i} u_{k,j}}{\partial x_j} = -\rho_k \alpha_k g \delta_{ij} - \alpha_k \frac{\partial p_k}{\partial x_i} + \frac{\partial T_{k,i}}{\partial x_j} - f_i$$

(4.2)

As the two-phase model is designed for transport processes of cohesive sediment particles which are much lighter than sands and thus the inertia effect is usually negligible, the flow and particle may be assumed to have the same mean horizontal velocity. The horizontal momentum equations for both phases are solved together, which is the same as Equation (2.34) (van der Ham and Winterwerp, 2001). The continuity equations and momentum equations in the vertical direction are the same as the model presented by Chauchat et al. (2013). It should be mentioned that as there is no horizontal velocity in the work of Chauchat et al. (2013), the correlation between velocity fluctuation and concentration is neglected. In this dissertation, the horizontal velocity cannot be ignored in the simulation area.

4.2 Stress terms

To solve the two-phase equations, the closures, which are interphase momentum
transfer, pressure gradient, intergranular stresses and turbulent stresses should be implemented into the model.

4.2.1 Pressure gradient

The horizontal momentum Equation (2.34) is driven using a depth-averaged velocity $U_d$ and the pressure gradient can be calculated as Equation (2.35). As in the vertical direction, the pressure in the solid phase is different from the fluid pressure, which has the same physical meaning in the single-phase momentum equation, the total pressure $\tilde{p}$ (mixture pressure) has to be considered.

$$\tilde{p} = \alpha_f p_f + \alpha_s p_s$$  \hspace{1cm} (4.3)

where $p_f$ is fluid pressure and $p_s$ is the solid pressure. The fluid pressure represents the resistance of fluid to compression, and consists of two parts for the solid pressure: one is from the resistance of fluid filling the pores and the other is due to the contact of solid particles. When the sediment particles settles on the bed and contact with each other, a solid network will be formed and the resistance due to the existence of solid network is named as effective stress $\sigma_e$. For the cohesive sediment, the effective stress is found to appear when the concentration exceeds a critical value which is named as gelling concentration (Dankers and Winterwerp, 2007). According to the theory of Terzaghi (1923), the total stress is calculated as:

$$\tilde{p} = p_f + \sigma_e$$  \hspace{1cm} (4.4)
Due to $\alpha_s + \alpha_f = 1$, from Equation (4.3) and Equation (4.4), the solid pressure can be calculated as:

$$p_s = p_f + \frac{\sigma_s}{\alpha_s} \quad (4.5)$$

The specific expression of $\sigma_s$ will be illustrated in detail for non-cohesive sediment and cohesive sediment respectively.

According to Zhang and Campbell (1992), if the concentration of non-cohesive sediment is between loose packed concentration $\alpha_s^*$ and the maximum packed concentration, the behavior of sediment will be in a transition state between the solid-like or fluid like behavior. The normal stress for non-cohesive sediment consists of two parts: one is due to the collisional contribution and the other is due to the enduring contact. Hsu et al. (2003) concluded that as the concentration increase larger than $\alpha_s^*$, normal stress due to the enduring contact is more important.

Hertz contact relation is adopted here:

$$\sigma_s = \frac{m_s}{\pi d^2} K(\alpha_s) \alpha_s (\frac{\Delta}{d})^{3/2} \quad (4.6)$$

where $m_s$ is a coefficient and given according to the shear modulus $E$ and Poisson relation $\nu_p$ of the material (sand particles). $K(\alpha_s)$ is the average number of contacts of per particle and $\Delta$ is the average compressive volume strain:

$$m_s = \frac{2}{9\sqrt{3}} \frac{Ed^2}{1-\nu_p} \quad (4.7)$$

Following Hsu et al. (2003) the average compressive volume strain can be related to
the difference between loose packing concentration $\alpha_s^*$ and $\alpha_s$:

$$\Delta = \frac{d}{d} = (\alpha_s - \alpha_s^*)^{2/3}$$  \quad (4.8)$$

where $\chi$ is a coefficient that must be calibrated, then

$$\sigma_s = \begin{cases} 
0 & \alpha_s < \alpha_s^* \\
\frac{m_{\chi}}{\pi d^2} K(\alpha_s) \chi (\alpha_s - \alpha_s^*)^{2/3} & \alpha_s^* \leq \alpha_s \leq \alpha_s^{\text{max}}
\end{cases}$$  \quad (4.9)$$

$K(\alpha_s)$ is given as:

$$K(\alpha_s) = 3 + 3\sin\left\{\frac{\pi}{2} \left(\frac{\alpha_s - \alpha_s^*}{\alpha_s^{\text{max}} - \alpha_s^*} - 1\right)\right\}, \alpha_s^* \leq \alpha_s \leq \alpha_s^{\text{max}}$$  \quad (4.10)$$

As for the cohesive sediment, a comprehensive closures for effective stress has been reviewed in Chapter 2. Here we adopt the Equation (2.33) which is modified by Chauchat et al. (2013) and is asymptotically consistent with the formulae proposed by Merckelbach and Kranenburg (2004):

$$\sigma_s = \begin{cases} 
0, \alpha_s < \alpha_s^{\text{gel}} \\
\sigma_0 \left[\left(\frac{\alpha_s - \alpha_s^{\text{gel}}}{\alpha_s^{\text{gel}}}\right)^{2/(3-\gamma)} - 1\right], \alpha_s \geq \alpha_s^{\text{gel}}
\end{cases}$$  \quad (4.11)$$

In this equation, the coefficients $\sigma_0$, $\alpha_s^{\text{gel}}$ and $\alpha_s^{\text{gel}}$ need to be determined.

### 4.2.2 Interphase momentum transfer

As in the current study, the momentum equations for solid and fluid phase are combined together, only interphase momentum transfer in the vertical direction is considered. For non-cohesive sediment, the drag force, added mass and lift force are the major forces contributing to the interaction force. As in the calculation of Chauchat et al.
(2013), the particle Reynolds number (Equation ((4.12)) is around $10^{-3} - 10^{-4}$, thus the interphase momentum transfer reduces to simple Stokes drag force:

$$R_e = \rho_f \alpha_f d \|w_s - w_f\| \frac{1}{\mu_f}$$

(4.12)

$$f_i = \frac{3\alpha_f \rho_f}{4d} C_d \|w_s - w_f\| (w_f - w_s) \alpha_f^{2 - n_{rz}}$$

(4.13)

where $C_d$ is drag coefficient and equals to $24 / R_e$ at the small Reynolds number, $n_{rz}$ is an empirical coefficient in the function presented by Richardson and Zaki (1954) to account for the hindered effects.

Due to the biochemical and electrochemical effects of cohesive particles, Equation (4.13) is useless when calculating the interphase momentum transfer for cohesive sediment. Following Chauchat et al. (2013), an semi-empirical equation is used:

$$f_i = \frac{\rho_f g}{K} (w_f - w_s)$$

(4.14)

where $K (ms^{-1})$ is the permeability and can be given in the term of settling velocity $w_s$ (Toorman, 1996):

$$K = \frac{w_s}{\alpha_s (\rho_s / \rho_f - 1)}$$

(4.15)

Therefore, the issue to find the closure of permeability $K$ becomes to find the proper settling velocity $w_s$. Camenen (2008) modified the Richard and Zaki equation to study the effects of concentration on the settling velocity.
\[
\frac{w_s}{w_{s0}} = (1 - \alpha_s)^{n_{RZ} - 2} (1 - \phi) (1 - \frac{\phi}{\phi_{\text{max}}})^{n_{RZ}} \tag{4.16}
\]

And the coefficient \(n_{RZ}\) is assumed to have the same value range proposed by Richardson and Zaki (1954). Camenen and Pham van Bang (2011) assumed the size and density of mud flocs are constant, the hindrance coefficient \(n_{RZ}\) is larger than 2 and further modified the equation (Chauchat et al., 2013):

\[
\frac{w_s}{w_{s0}} = (1 - \alpha_s)^{n_{RZ} - 2} (1 - \phi) (1 - \frac{\phi}{\phi_{\text{max}}})^{n_{RZ} - 2} \tag{4.17}
\]

Camenen and Pham van Bang (2011) explained that due to the buoyancy effects, a term \((1 - \alpha_s)^x\) with \(x \geq 1\) should be included in the formulae to calculate the settling velocity at high concentration, while \(n - 2\) could be less than 1. In the current study, Equation (4.17) is adopted in the two-phase model for the hindrance regime.

When the concentration increases above the gelling concentration \(\alpha_{\text{gel}}\), which corresponds to the permeability regime, Equation (4.17) is not appropriate. To make the settling velocity in the transition zone (from hindrance regime to permeability regime), the following equations are used:

\[
w_s = \begin{cases} 
  w_{s0} (1 - \alpha_s)^{n_{RZ} - 2} (1 - \phi) (1 - \frac{\phi}{\phi_{\text{max}}})^{n_{RZ} - 2}, & \alpha_s \leq \frac{\alpha_{\text{gel}}}{\chi} \\
  w_{s0} (\chi \alpha_{\text{gel}})^{2(3 - n_{RZ}) + 1}, & \alpha_s > \frac{\alpha_{\text{gel}}}{\chi} 
\end{cases} \tag{4.18}
\]

where \(w_{s0}\) equals to \(w_s\) when \(\alpha_s = \alpha_{\text{gel}}\).

It should be noted that the Equations (4.14) and (4.18) only take into account the hindered settling effects, whereas the flocculation process for cohesive sediment is
ignored. The diagram in Thorn (1981) showed that the relationship between particle mass concentration and settling velocities of mud flocs in the flocculation stage can be described using a power law, see Equation (2.1).

To take into consideration the flocculation process, a new closure for the drag force is obtained by combining the Equations (2.1) and (4.18). The effects of flocculation and hindered settling are both included in one single closure relationship, which enable the transition from flocculation regime to hindered settling regime to be determined continuously during the model calculations. The complete form of the new closure is presented as Equations (4.14) and (4.19):

\[
\begin{align*}
   w_s &= \begin{cases} 
   k_i C_i (1-\alpha) \frac{\phi}{\phi_{\text{max}}} \left(1 - \frac{\phi}{\phi_{\text{max}}}\right), & \alpha_s \leq \frac{\alpha_s^{\text{gel}}}{\chi} \\
   w_s^{\text{gel}} \left(\frac{\chi \alpha_s}{\alpha_s^{\text{gel}}}\right)^{2/(3-n)+1}, & \alpha_s > \frac{\alpha_s^{\text{gel}}}{\chi} 
   \end{cases}
\end{align*}
\]

(4.19)

4.2.3 Shear stresses

In the horizontal direction, the shear stress \( T_{xz} \) is calculated as:

\[
T_{xz} = \rho_{\text{mix}} (v + v_r) \frac{\partial U}{\partial z}
\]

(4.20)

The eddy viscosity is calculated using a classic method (Spearman et al., 2011)

\[
v_r = \kappa^2 z^2 \left(1 - \frac{z}{h}\right) \frac{\partial u}{\partial z} \frac{F_v}{h}
\]

(4.21)

where \( F_v \) is the dissipation coefficient of eddy viscosity and \( \kappa \) is the Von Karman constant.

In the vertical direction, the shear stresses of solid phase \( T_{s,zz} \) and fluid phase \( T_{f,zz} \)
are assumed as the same (Chauchat et al., 2013) and equal to the mixture viscous shear stress $\tau_v$, which is calculated as:

$$\tau_v = \mu_{eff}[\nabla u_m + (\nabla u_m)^T]$$

(4.23)

where $u_m$ is the volume-averaged velocity expressed as:

$$u_m = (1 - \alpha_s)u_f + \alpha_s u_s$$

(4.24)

### 4.3 Diffusion coefficient

The remaining term is the correlation between velocity fluctuation and concentration $\bar{\alpha}_i \bar{u}_{ij}$. We follow Dong and Zhang (1999) and $\bar{\alpha}_i \bar{u}_{ij}$ is expressed as a product between the mean concentration gradient and a diffusion coefficient:

$$\bar{\alpha}_i \bar{u}_{ij} = -\Gamma_T \frac{\partial \alpha_i \rho_i}{\partial z}$$

(4.25)

where $\Gamma_T$ is the diffusion coefficient and calculated as:

$$\Gamma_T = \frac{\nu_T F_T}{\sigma_T F_v}$$

(4.26)

where the empirical coefficients $\sigma_T$ is the turbulent Prandtl-Schmidt number and usually specified as 0.7 or 1.0. $F_d$ is the dissipation coefficient of eddy diffusivity due to the buoyancy effects caused by the sediment suspension (Kranenburg, 1998; Toorman, 2002) which may significantly alter turbulent flow structure, as the interaction between turbulent flow and suspended particles dissipates turbulent energy, which keep the
To account for this effect, a $k - \varepsilon$ model is developed by van der Ham and Winterwerp (2001) and the buoyancy destruction term is introduced into the turbulent kinetic energy transport equation. Simple empirical coefficients are introduced by Toorman (2002) to modify the eddy viscosity $F_v$ and eddy diffusivity $F_d$, respectively. These coefficients are specified as:

$$F_v = (1 + ARi)^a$$  \hspace{1cm} (4.27)

$$F_d = F_v(1 + BRi)^b$$  \hspace{1cm} (4.28)

where $A, B, a, b$ are coefficients and specified as 100, 21, $1/3$ and 0.8 respectively, $Ri$ is the gradient Richardson number and in a 1DV shear flow is defined as:

$$Ri = \frac{-g \frac{\partial \rho_m}{\partial z}}{\rho(\frac{\partial U}{\partial z})^2}$$  \hspace{1cm} (4.29)

These eddy viscosity and eddy diffusivity coefficients are re-derived by Kranenburg (1998). Which are based on three conditions: 1) in the equilibrium condition the concentration should fall within a finite interval for all gradients Richardson numbers, 2) keep model stable, 3) the value of flux Richardson number and gradient Richardson number should be reasonable according to the experiment results. The equation calculating eddy viscosity is the same as Equation (4.27), while the equation calculating eddy diffusivity is different:
\[ F_d = (1 + BRi)^b \]  \hspace{1cm} (4.30)

Suggested by Kranenburg (1998) the coefficients \((A, B, a \text{ and } b)\) used in Equations (4.27) and (4.30) are specified as 2.4, 2.4, -2 and -4 respectively.

### 4.4 Boundary conditions

The boundary condition for the horizontal momentum equation is calculated as (van der Ham and Winterwerp, 2001):

\[ \tau_c = (\rho_w \nu (\nu + \nu_T) \frac{\partial \tilde{U}}{\partial z}) |_{z=z_b} \]  \hspace{1cm} (4.31)

where \(\tau_c\) is the shear stress due to currents and \(z_b\) is a small distance from the bed usually taken as half of the first computational grid.

As the combined wave and current shear stress is introduced into the boundary condition in the sediment continuity equation for the application to mudflat at Yangtze River Estuary, the shear stress due to waves \(\tau_w\) needs to be calculated first:

According to Zhu et al. (2014), near the wave boundary layer, the peak value of orbital excursion \(\hat{A}\) and velocity \(\hat{U}\) can be calculated as:

\[ \hat{A} = \frac{H}{2 \sinh(k_h h)} \]  \hspace{1cm} (4.32)

\[ \hat{U} = \frac{\pi H}{T \sinh(k_h h)} \]  \hspace{1cm} (4.33)

where \(H\) is the wave height, \(T\) is the wave period and \(k_h (= 2\pi / L)\) is the wave number. \(L\) is the wave length and is calculated as:
The wave shear stress is presented as:

\[ \tau_w = \frac{1}{4} \rho_w f_w U^2 \]  

(4.35)

where \( f_w \) is the bed friction factor, here we also follow Zhu et al. (2014):

\[ f_w = \begin{cases} 
\frac{2(\hat{U}/A)^{-0.5}}{V} & \hat{U}/A < 10^4 \\
0.09(\hat{U}/A)^{-0.2} & 10^4 < \hat{U}/A < 10^6, \frac{A}{k_s} > 10^3
\end{cases} \]  

(4.36)

where \( k_s \) is the effective bed roughness.

The combined wave and current shear stress \( \tau_{cw} \) can be calculated as Soulsby and Clarke (2005):

\[ \tau_{cw} = ((\tau_m + \tau_w \cos \phi_{cw})^2 + (\tau_w \sin \phi_{cw})^2)^{1/2} \]  

(4.37)

where \( \tau_w \) is the shear stress due to waves, \( \phi_{cw} \) is the angel between waves and currents, \( \tau_m \) is the averaged total shear stress:

\[ \tau_m = \tau_e [1 + 1.2(\frac{\tau_w}{\tau_e + \tau_w})^{1.2}] \]  

(4.38)

The bed erodibility is assumed as a constant. For consolidated bed, the assumption is not appropriate while in the current study all the erosion occurs on a layer of fresh-deposited mud which has no consolidation history. The upward erosion sediment flux \( E_{up} \) is calculated as:
$$E_{up} = M \rho_s \left( \frac{\tau_b}{\tau_{cr}} - 1 \right), |\tau_b| > \tau_{cr} \quad (4.39)$$

where $\tau_b$ is bed shear stress and equals $\tau_c$ when the currents dominates and equals $\tau_{cw}$ when both currents and waves are dominant. $M$ is erosion coefficient, $\tau_{cr}$ is critical bed shear stress for sediment erosion. When the bed shear stress is less than the critical bed shear stress sediment will deposit on the bed and the deposition sediment flux $E_{de}$ is given by:

$$E_{de} = w_s \rho_s \alpha_s (z_h) (1 - \frac{\tau_b}{\tau_{cd}}), |\tau_b| \leq \tau_{cd} \quad (4.40)$$

where $\tau_{cd}$ is the critical bed shear stress for sediment deposition. Combining Equation (4.39) and Equation (4.40), the boundary condition for the sediment continuity equation can be given as:

$$\Gamma \frac{\partial \rho_s}{\partial z} = \left\{ \begin{array}{ll} M \rho_s \left( \frac{\tau_b}{\tau_{cr}} - 1 \right), |\tau_b| > \tau_{cr} \\ w_s \rho_s \alpha_s (z_h) (1 - \frac{\tau_b}{\tau_{cd}}), |\tau_b| \leq \tau_{cd} \end{array} \right. \quad (4.41)$$

Overall, according to the discussion of section 4.2-4.4, we substitute Equations (4.5) and (4.22) in the momentum Equation (4.2) and substitute Equation (4.25) in the continuity Equation (4.1), the governing equations of the two-phase model can be summarised as:

$$\frac{\partial \bar{U}}{\partial t} + \frac{1}{\rho_{mix}} \frac{\partial \bar{P}}{\partial x} = \frac{\partial}{\partial z} \left( (\nu + \nu_r) \frac{\partial \bar{U}}{\partial z} \right) \quad (4.42)$$

$$\alpha_f + \alpha_s = 1 \quad (4.43)$$
\[
\frac{\partial \alpha_f \rho_f}{\partial t} + \frac{\partial \alpha_f \rho_f w_f}{\partial z} - \frac{\partial}{\partial z} \left[ \Gamma_f \frac{\partial \alpha_f \rho_f}{\partial z} \right] = 0 \tag{4.44}
\]

\[
\frac{\partial \alpha_s \rho_s}{\partial t} + \frac{\partial \alpha_s \rho_s w_s}{\partial z} - \frac{\partial}{\partial z} \left[ \Gamma_s \frac{\partial \alpha_s \rho_s}{\partial z} \right] = 0 \tag{4.45}
\]

\[
\frac{\partial \alpha_f \rho_f w_f}{\partial t} + \frac{\partial \alpha_f \rho_f w_f w_f}{\partial z} = -\alpha_f \frac{\partial p_f}{\partial z} + \alpha_f \frac{\partial r_v^w}{\partial z} - \alpha_f \rho_f g + f_i \tag{4.46}
\]

\[
\frac{\partial \alpha_s \rho_s w_s}{\partial t} + \frac{\partial \alpha_s \rho_s w_s w_s}{\partial z} = -\alpha_s \frac{\partial p_f}{\partial z} - \frac{\partial \sigma_e}{\partial z} + \alpha_s \frac{\partial r_v^w}{\partial z} - \alpha_s \rho_s g - f_i \tag{4.47}
\]

4.5 Numerical methods

To solve the 1DV two-phase model, the details concerning the numerical methods are given in this chapter.

4.5.1 Mesh definition

In the current study, a staggered-grid first-order finite-difference method is adopted (Figure 4.1). Finite-difference is one of the simplest method for discretization and has been well developed. Staggered grid combines two types of nodal points located in different locations. Black point represents scalar variables and arrow represents vector variables. For scalar variables (pressure \( p \), sediment volume fraction \( \alpha_s \), fluid volume fraction \( \alpha_f \)) are located at the center of the cell. The horizontal velocity \( u \), vertical velocities for both phases (\( w_f \) and \( w_s \)) are located at the node of computing grid. \( \Delta x_j \) represents the distance between the node \( j-1 \) and node \( j \) while \( \Delta z_j \) represents the
distance between the node \( j - \frac{1}{2} \) and node \( j + \frac{1}{2} \) and equals \( 0.5(\Delta z_j^w + \Delta z_{j+1}^w) \) see (Figure 4.1).

**Figure 4.1** Mesh definition

4.5.2 Equation discretization

1) Momentum equation for the horizontal velocity \( \overline{U}_j^{n+1} \)

\[
\frac{\overline{U}_j^{n+1} - \overline{U}_j^n}{\Delta t} + \frac{1}{\rho_{\text{mix}}} \frac{\partial P}{\partial x} = \nu_{T,j}(\overline{U}_j^{n+1} - \overline{U}_j^{n+1}) - \nu_{T,j-1}(\overline{U}_j^{n+1} - \overline{U}_j^{n+1}) \]

\[
\frac{(z_{j+2}^w - z_{j+1}^w)(z_{j+2}^w - z_{j}^w)}{2} - \frac{(z_{j+2}^w - z_{j+1}^w)(z_{j+1}^w - z_{j}^w)}{2} \]

2) Continuity equation for the solid phase for \( \alpha_{s,j}^{n+1} \)
\[
\frac{\alpha_{s,j}^{n+1} - \alpha_{s,j}^n}{\Delta t} + \frac{w_{f,j+1}^n (\alpha_{s,j+1}^n - \alpha_{s,j}^n)}{z_{j+1} - z_j} + \frac{\alpha_{s,j}^{n+1} w_{s,j+1}^n - w_{s,j}^n}{z_{j+1}^w - z_j^w} = \\
+ \frac{\Gamma_{T,j}^n (\alpha_{s,j+1}^n - \alpha_{s,j}^n)}{(z_{j+1}^w - z_j^w)(z_{j+1} - z_j)} \quad \text{(4.49)}
\]

3) Volume conservation for \( \alpha_f^{n+1} \)

\[
\alpha_f^{n+1} = 1 - \alpha_s^{n+1} \tag{4.50}
\]

4) Fluid phase momentum equation for \( w_f^{n+1} \)

\[
\frac{w_{f,j}^{*n+1} - w_{f,j}^n}{\Delta t} = -w_{f,j}^n \frac{w_{f,j}^n - w_{f,j-1}^n}{z_j^w - z_{j-1}^w} - \frac{1}{\rho_f} \frac{p_{f,j}^n - p_{f,j-1}^n}{z_j - z_{j-1}} - g + CFD(w_{s,j}^n - w_{f,j}^*) + \mu(1 + \beta_f \alpha_s^{n+1}) \frac{(\alpha_{f,j+1/2}^{n+1} w_{f,j+1}^* - \alpha_{f,j-1/2}^{n+1} w_{f,j-1}^*)}{(z_{j+1/2}^w - z_{j-1/2}^w)(z_j - z_{j-1})} \rho_f \\
- \mu(1 + \beta_f \alpha_{s,j-1}^{n+1}) \frac{(\alpha_{f,j-1/2}^{n+1} w_{f,j-1}^* - \alpha_{f,j+1/2}^{n+1} w_{f,j+1}^*)}{(z_{j-1/2}^w - z_{j+1/2}^w)(z_j - z_{j-1})} \rho_f \\
+ \mu(1 + \beta_f \alpha_s^{n+1}) \frac{(\alpha_{s,j+1/2}^{n+1} w_{s,j+1}^n - \alpha_{s,j-1/2}^{n+1} w_{s,j-1}^n)}{(z_{j+1/2}^w - z_{j-1/2}^w)(z_j - z_{j-1})} \rho_f \\
- \mu(1 + \beta_f \alpha_{s,j-1}^{n+1}) \frac{(\alpha_{s,j-1/2}^{n+1} w_{s,j-1}^n - \alpha_{s,j+1/2}^{n+1} w_{s,j+1}^n)}{(z_{j-1/2}^w - z_{j+1/2}^w)(z_j - z_{j-1})} \rho_f \tag{4.51}
\]

5) Poisson equation for \( p_{f,j+1}^{n+1} \)
\[
\begin{align*}
\frac{p_{f,j+1}^\ast - p_{f,j+1}^\ast + p_{f,j}^\ast - p_{f,j}^\ast + p_{f,j-1}^\ast - p_{f,j-1}^\ast}{(z_{j+1} - z_j)(z_{j+1}^w - z_j^w)} &=
\frac{\rho_f}{\alpha_{f,j}^\ast \Delta t} \left[ \alpha_{f,j+1}^\ast - \alpha_{f,j}^\ast + \alpha_{f,j-1}^\ast \right] + \frac{w_{f,j+1}^\ast - w_{f,j}^\ast + w_{f,j-1}^\ast}{z_{j+1}^w - z_j^w} \frac{w_{f,j+1}^\ast - w_{f,j-1}^\ast}{z_j - z_{j-1}} \\
- \Gamma_{T,j} \frac{\alpha_{f,j+1}^\ast - \alpha_{f,j}^\ast}{(z_{j+1}^w - z_j^w)(z_{j+1} - z_j)} + \Gamma_{T,j} \frac{\alpha_{f,j+1}^\ast - \alpha_{f,j-1}^\ast}{(z_{j+1}^w - z_j^w)(z_j - z_{j-1})} \\
- \left( \Gamma_{T,j} - \Gamma_{T,j} \right) \frac{\alpha_{f,j+1}^\ast - \alpha_{f,j}^\ast}{(z_{j+1}^w - z_j^w)(z_{j+1} - z_j)} \\
\end{align*}
\]

(4.52)

6) **Velocity correction** \( w_{f,j}^\ast \)

\[
\frac{w_{f,j+1}^\ast - w_{f,j}^\ast}{\Delta t} = - \frac{1}{\rho_f} \left[ \frac{p_{f,j+1}^\ast - p_{f,j}^\ast - p_{f,j-1}^\ast + p_{f,j-1}^\ast}{z_j - z_{j-1}} \right]
\]

(4.53)

7) **Solid phase momentum equation for**

\[
\begin{align*}
\frac{w_{s,j+1}^\ast - w_{s,j}^\ast}{\Delta t} &= -w_{s,j}^\ast \frac{w_{s,j+1}^\ast - w_{s,j}^\ast}{z_{j+1}^w - z_j^w} - \frac{1}{\rho_s} \frac{p_{f,j+1}^\ast - p_{f,j-1}^\ast}{z_j - z_{j-1}} - g - CFD(w_{s,j}^\ast - w_{f,j}^\ast) \\
&- \frac{1}{\rho_s} \alpha_{s,j-1/2}^\ast \rho \frac{\sigma_{s,j}^\ast - \sigma_{s,j-1}^\ast}{z_j - z_{j-1}} \\
+ \mu(1 + \beta_j \alpha_{s,j+1}^\ast) \frac{(\alpha_{s,j+1/2}^\ast w_{s,j+1/2}^\ast - \alpha_{s,j+1/2}^\ast w_{s,j+1}^\ast)}{(z_{j+1}^w - z_j^w)(z_{j+1} - z_j)} \frac{1}{\rho_s} \\
- \mu(1 + \beta_{j-1} \alpha_{s,j}^\ast) \frac{(\alpha_{s,j+1/2}^\ast w_{s,j+1/2}^\ast - \alpha_{s,j+1/2}^\ast w_{s,j+1}^\ast)}{(z_{j}^w - z_j^w)(z_j - z_{j-1})} \frac{1}{\rho_s} \\
+ \mu(1 + \beta_j \alpha_{s,j+1}^\ast) \frac{(\alpha_{s,j+1/2}^\ast w_{s,j+1/2}^\ast - \alpha_{s,j+1/2}^\ast w_{s,j+1}^\ast)}{(z_{j+1}^w - z_j^w)(z_{j+1} - z_j)} \frac{1}{\rho_s} \\
- \mu(1 + \beta_{j-1} \alpha_{s,j}^\ast) \frac{(\alpha_{s,j+1/2}^\ast w_{s,j+1/2}^\ast - \alpha_{s,j+1/2}^\ast w_{s,j+1}^\ast)}{(z_{j}^w - z_j^w)(z_j - z_{j-1})} \frac{1}{\rho_s} \\
\end{align*}
\]

(4.54)
Figure 4.2 Flow Chart
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4.5.3 Calculation procedure

As mentioned above, the two-phase model is discretized using finite differences and the discretized equations are solved using explicit-implicit methods. Six unknowns including two vertical velocities $w_s$ and $w_f$, one horizontal velocity $u$, two volumetric concentrations $\alpha_s$ and $\alpha_f$ and the pressure $p$ are solved with six equations (Equations (4.42)-(4.47)). The calculations procedures are summarized as below and also see the flow chart in Figure 4.2.

1) Input data including all kinds of initial values of parameters, variations of horizontal depth-averaged velocity $U_d$, variations of water depth $h$ and total time step $N$

2) Solve Equation (4.48) for eddy viscosity $\nu$ and eddy diffusivity $\Gamma$, while the criteria $|U_d - U_m| < \delta_1$ should be satisfied. If yes, then go to the next step, if not resolve Equation (4.48)

3) Solve discretized Equations (4.49)-(4.50) for the volumetric fractions of fluid and solid phase ($\alpha_s$, $\alpha_f$) respectively

4) The pressure is initially set as $p^* = p^*$ and then solve discretized momentum Equation (4.51) for the intermediate fluid velocity $w_f^*$.

5) Solve discretized Possion Equation for pressure $p$, if $\sum (p - p^*)^2 \leq \delta$ then go to next step, otherwise set $p^* = p$ and resolve the Equation (4.52)

6) Correct the settling velocity $w_f$ of fluid phase and solve the discretized sediment momentum Equation (4.54) for the settling velocity $w_s$ of solid
phase.

7) If time step \( i < N \) then \( i = i + 1 \) and go to step 2. If no, then stop.
Chapter 5 Model validation and application

5.1 Model validation

In this section, the presented two-phase model is validated using experimental data for both cohesive and non-cohesive sediment carried out in vertical settling tanks. As in this study, the research is focused on the sedimentation of cohesive sediment, the stability and sensitivity analysis will be illustrated using cohesive sediment case. As in the vertical tank settling experiments, there is no horizontal velocity, \( \bar{U} \) is assumed to be zero and so are the other variables in the model which are related with the horizontal velocity.

5.1.1 Non-cohesive sediment cases

Van Bang et al. (2008) carried out an experiments using spherical polystyrene beads settling in Rhodorsil silicone oil which was prepared in a cylindrical container with a base diameter of 50 mm and a height of 100 mm. The diameter and density of polystyrene are 0.29 mm and 1.05 kg/m\(^3\) respectively. As for the Rhodorsil silicone oil the viscosity and density are \( 2 \times 10^{-2} \) Pa·s and 0.95 kg/m\(^3\). The polystyrene beads with an initial solid volume fraction \( \alpha_s = 0.48 \) are well mixed in the container. During the experiments, the concentration profiles are measured at every 60 s and this data will be compared with numerical results. Equations (4.13) and (4.9) are used as the drag force and effective stress closures.

To set up the two-phase model, the coefficients included in the closures such as \( E \), \( n_p \), erosion coefficient \( M \), loose packing concentration for non-cohesive sediment \( \alpha_s^* \) and maximum packing volume \( \alpha_s^{\text{max}} \) should be determined.
For polystyrene beads, the shear modulus $E$ and Poisson ration $\nu_p$ are set as $3 \times 10^9$ Pa and 0. $\xi$ is set as 4.5 which is determined through a trial and error method (Chauchat et al., 2013). The loose packing concentration $\alpha_s^* = 0.57$ and the max packing sediment volume concentration $\alpha_s^{\text{max}} = 0.6$.

Figure 5.1 Experiments data of Van Bang et al. (2008) (black points) and numerical predictions of the interfaces of lower and upper positions (curves)
Figure 5.2 Experiments data of Van Bang et al. (2008) (black points) and numerical predictions of the interfaces of lower and upper positions (curves) from Chauchat et al. (2013)

Figure 5.1 shows the numerical results of interfaces (defined as $z_i^{up} = \max \{z_i | \alpha_i \geq \alpha_i^0\}$ and $z_i^{low} = \max \{z_i | \alpha_i \geq 0.5(\alpha_i^{max} + \alpha_i^0)\}$) and the experimental data given in Van Bang et al. (2008). Figure 5.2 is the results from Chauchat et al. (2013). The predicted upper interface (Figure 5.1), which corresponds to the interface between the fluid phase and the solid phase, decreases linearly and shows a good agreement with the measured data. The lower interface, which is defined as the interface between granular bed and the suspension, increases linearly and meets with the upper interface at roughly 1200s. After that the interface remains constant.

To illustrate the sensitivity of the model results when small changes occur to the concentration that defined as the upper interface and lower interface, the model results
are shown in Figure 5.3 (upper interface) and Figure 5.4 (lower interface). As the upper interface shown in Figure 5.1 is defined as $z_{up}^n = \max \{ z | \alpha_s \geq \alpha_s^0 \}$, in which $\alpha_s^0 = 0.48$, the upper interfaces shown in Figure 5.3 are defined as $z_{up}^n = \max \{ z | \alpha_s \geq \eta \}$ (triangles $\eta = 0.46$, diamonds $\eta = 0.47$ and squares $\eta = 0.49$). As the lower interface shown in Figure 5.1 is defined as $z_{low}^n = \max \{ z | \alpha_s \geq 0.5(\alpha_{\text{max}}^s + \alpha_s^0) \}$, in which $0.5(\alpha_{\text{max}}^s + \alpha_s^0) = 0.54$, the interfaces shown in Figure 5.4 are defined as $z_{low}^n = \max \{ z | \alpha_s \geq \lambda \}$ (triangles $\lambda = 0.53$, diamonds $\lambda = 0.545$ and squares $\lambda = 0.55$).

From Figure 5.3 and Figure 5.4 it can be seen that the predicted upper/lower interfaces are almost the same when small changes occurs to $\eta/\lambda$, which demonstrates that the model results of predicted interfaces are not sensitive when there are small changes to the definition of upper and lower interfaces.

The numerical results of the transient profiles of sediment concentration and the measured data are presented in Figure 5.5. Also the model results from Chauchat et al. (2013) are presented in Figure 5.2 and Figure 5.6 for comparison. It can be seen that the results of predicted interfaces presented in Figure 5.1 (our model) are better than those in Figure 5.2, while the results of predicted concentration profiles presented in Figure 5.6 are better than those in Figure 5.5 (our model). This maybe because the different values of Richardson-Zaki coefficient are adopted. In the current study, the value is 4.65, which is suggested by Richardson and Zaki (1954), while in the work of Chauchat et al. (2013), 5.15 is adopted. As the initial condition of sediment concentration gradient is large, oscillations occur in the upper interfaces due to numerical instability. It can be seen that both numerical model results match well with the measured data. And in the lower part of
the sediment concentration profile, the volumetric fraction of sediment particles almost reaches the maximum packing value (around 0.6), which shows a clear demonstration of the capability of the presented model.

Figure 5.3 Numerical predictions of the interfaces of upper positions. 

\[ z^{up}_i = \max \{ z | \alpha, \geq \eta \} \text{ (triangles } \eta = 0.46, \text{ diamonds } \eta = 0.47 \text{ and squares } \eta = 0.49 \).
Figure 5.4 Numerical predictions of the interfaces of lower positions. 
\[ z_{i,\text{low}} = \max \{ z | \alpha_i \geq \lambda \} \] (triangles $\lambda = 0.53$, diamonds $\lambda = 0.545$ and squares $\lambda = 0.55$).
Figure 5.5 Experiment data of Van Bang et al. (2008) (diamonds) and calculated sediment concentration profiles (solid curves)
Figure 5.6 Experiment data of Van Bang et al. (2008) (diamonds) and calculated sediment concentration profiles (solid curves) from Chauchat et al. (2013)

5.1.2 Cohesive sediment case

The experimental data from Le Havre (Chauchat et al., 2013) are chosen to validate the two-phase model, especially the drag force and effective stress presented in Equation (4.18) and (4.14). The median diameter and density of the mud are $7.5 \times 10^{-6}$ m and 2590
kg/m³, respectively. In the original experiments, the initial volume fractions of 1.2, 2.2 and 5.2% of the mud are homogeneously distributed in the settling column. As these experiments only serve to validate the accuracy of developed two-phase model, the parameters in the various closure models such as $W_0$, $n$, $\alpha_s^{gel}$, $\chi$, $\sigma_0$ and $\alpha_s^{max}$ are specified using the values obtained by Chauchat et al. (2013) based on the same experimental data listed in Table 5.1.

Table 5.1 The fitting parameters used in simulation of sedimentary-consolidation process of cohesive sediment

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$W_0$ (m/s)</th>
<th>$n$</th>
<th>$\alpha_s^{gel}$</th>
<th>$\chi$</th>
<th>$\sigma_0$ (Pa)</th>
<th>$\alpha_s^{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>$2 \times 10^{-4}$</td>
<td>2.55</td>
<td>0.025</td>
<td>1.283</td>
<td>0.14</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Figure 5.7 shows the calculated and measured interfaces between the clear fluid and suspension zones. The settling curves match well with experimental data for all three initial volume fractions. It is noticed that for the initial volumetric fraction at 1.2%, a slope break occurs as it is in the transition zone from hindered settling to the early stage of consolidation in which permeability is dominant. For the initial volume fraction at 5.2%, the settling velocity of interface is a little bit faster than the measured data, it can be explained that the initial concentration is larger than the gelling concentration and the settling velocity calculated using Equation (4.18), which is calibrated using the lower initial concentration case (1.2%), is not applicable. With the permeability and effective stress calibrated using the initial volumetric solid fraction of 1.2% and 5.2% respectively, the parameters obtained are applied to all of the three settling experiments.
Figure 5.7 The experiments data (symbols) and calculated interface (lines) between clear water and mud suspension with initial sediment volumetric concentration of 1.2, 2.2 and 5.2%.

Figure 5.8 The experiments data (symbols) and calculated interface (lines, by Chauchat et al. (2013)) between clear water and mud suspension with initial sediment volumetric concentration of 1.2, 2.2 and 5.2%. 
The measured sediment concentration profiles and numerical results are presented in Figure 5.9a (1.2%), Figure 5.10a (2.2%) and Figure 5.11a (5.2%). Unlike for the non-cohesive sediment case, the mud concentration keeps increasing with the interface between clear fluid and suspension moving upward. This is because for the non-cohesive sediment, a rigid bed is formed immediately almost as soon as the sand particles reaching the bottom and the concentration becomes almost constant. For the cohesive sediment case, due to the loose arrangement of fine primary particles in the flocs, tiny flow tubes are formed on the settling bed and the drainage processes last longer.

The model result of initial solid fraction of 2.2% case matches well with experiment data while for the case with initial solid fraction of 5.2% the comparison is worse. Because in this case the consolidation process starts at the very beginning of the experiment, the permeability characteristics are different from the experiment with initial solid fraction of 1.2%, but parameters used in the permeability closures were calibrated only for mud with initial solid fraction of 1.2%.
Figure 5.10 The experiments data (points) and numerical results (lines) of sediment concentration profile with initial volumetric sediment concentration of 2.2%. (a) numerical results by current study, (b) numerical results by Chauchat et al. (2013)

Figure 5.11 The experiments data (points) and numerical results (lines) of sediment concentration profile with initial volumetric sediment concentration of 5.2%. (a) numerical results by current study, (b) numerical results by Chauchat et al. (2013)

The numerical results from Chauchat et al. (2013) (Figure 5.8, Figure 5.9b, Figure 5.10b and Figure 5.11b), in which the flocculation process is not modelled, are presented as a comparator. As the modelling of sediment processes is only used to validate the
accuracy of two-phase model, to keep consistent with Chauchat et al. (2013), the flocculation process is not included. Instead a constant settling velocity of the flocs $W_0 = 2.4 \times 10^{-4}$ m/s in dilute situation is used. In reality, the size and density of mud flocs change constantly during flocculation process and so is the settling velocity. The calculated results in this dissertation compare well with results from Chauchat et al. (2013). The presented two-phase model seems to be capable of capturing the main features of the cohesive sediment laboratory experiment.

Sensitivity analysis for cohesive sedimentation against grid and time step is presented in Figure 5.12-Figure 5.15. The calculated interface and concentration profile are not sensitive to selected time step (Figure 5.12 and Figure 5.13) when the time step is less than 1 s and the model converges when time step reduces, whereas the model diverges when the time step larger than 1.4 s. From Figure 5.14 and Figure 5.15 show that the model results are not sensitive to grid size (grid size less than 0.001 m). When time step is set at 0.01 s, the model converges as expected when grid size less than 0.001 m.
Figure 5.12 The calculated interface curves at $\Delta z=0.00033$ m, $\Delta t=0.015$ s, $\Delta t=0.1$ s and $\Delta t=1$ s with initial volumetric sediment concentration of 2.2%.

Figure 5.13 The calculated concentration profile at $\Delta z=0.00033$ m, $t=2700$ s, $\Delta t=0.015$ s, $\Delta t=0.1$ s, and $\Delta t=1$ s with initial volumetric sediment concentration of 2.2%.
Figure 5.14 The calculated interface curves $\Delta z=0.00011$ m, $\Delta z=0.00062$ m and $\Delta z=0.00093$ m when $\Delta t=0.01$ s with initial volumetric sediment concentration of 2.2%.

Figure 5.15 The calculated concentration profile at $t=2700$ s ($\Delta t=0.01$ s). $\Delta z=0.00011$ m, $\Delta z=0.00062$ m and $\Delta z=0.00093$ m with initial volumetric sediment concentration of 2.2%.
5.2 Numerical modeling of sediment suspension in the EMS/ Dollard estuary

5.2.1 Introduction

The EMS/ Dollard estuary is an ebb current dominated estuary (Dyer et al., 2000; Talke and de Swart, 2006; van der Ham and Winterwerp, 2001). The intra-tidal variations in SSC are influenced by sediment availability, horizontal sediment transport and more importantly vertical mixing, as the horizontal sediment transport is also governed by local sedimentation/resuspension features (van Leussen, 2011). It is known the SSC in the water column during both flooding and ebbing phases does not show significant difference (Van der Lee, 2000) and sediment flux is even flood dominant (Dyer et al., 2000). There also exist time lags between current velocity and SSC. It was also often observed that the SSC stops increasing before the maximum current velocity is being reached, which is a clear indication of limited sediment availability (van der Ham and Winterwerp, 2001; Van der Lee, 2000). During the deceleration period, the SSC decreases quickly commonly referred to as “rapid settling” which was explained as the results of over saturation or formation of large mud flocs (van Leussen, 2011).

A new closure of drag force, which combines the flocculation and hindered settling effects, is incorporated into the model. Once settled on the seabed, mud flocs normally start to consolidate, generating a network of permanent contacts between particles and causing the erodibility of the bed to change. This process, named as consolidation, has recently been considered in cohesive sediment transport models. In the present model, it is incorporated using the classic effective stress concept in soil mechanics. The new two-
phase model is applied to simulate sediment transport in Ems/Dollard estuary over two time periods during which tide currents are dominant. The results indicate that the model is capable of capturing the overall features of the sediment transport process and the proposed drag force closure can describe accurately the flocculation mechanism of cohesive sediment at this site.

5.2.2 Model set up and materials

In the current application, the suspended sediment concentration is around 1 kg/m$^3$ within the calculation domain. It means the consolidation stage does not appear because the sediment concentration is less than the gelling concentration the value of which suggested by Chauchat et al. (2013) is 0.025 (66.25 kg/m$^3$). Therefore, the effective stress $\sigma_e$ term, which is introduced to describe the residence of solid compaction, is removed. And the EMS/Dollard Estuary is dominated by currents, Equation (4.31) and (4.41) are adopted as the boundary conditions.

In modeling cohesive sediment process, the time scale is an important factor. It has been found that a positive correlation between floc sizes and suspended sediment concentration (SSC) exists on a tidal time scale while on the seasonal time scale the floc sizes can be more crudely and simply described on the basis of the cohesive sediment characteristics (Van der Lee, 2000). The model application to be described is therefore intentionally focused on the tidal time scale so as to examine more critically the capability of the developed 1DV two-phase model.

High frequency field measurements of flow velocities and suspended sediment concentration (SSC) in a tidal channel of Ems/ Dollard Estuary are reported by Van Der Ham et al. (2001). As the horizontal variation of sediment flux is small, the horizontal
gradient of SSC may be taken as zero so that the present 1DV two-phase model is expected to be applicable to compare with the measured data.

The data for two time periods, one from 27/Jun/1996 at 02:00 to 28/Jun/1996 at 02:00 and the other one from 08/Aug/1996 at 00:00 to 09/Aug/1996 at 02:00, are considered. The former is denoted as Data 1 and the latter as Data 2. The time varying averaged flow velocity $\bar{U}$ and water depth $h$ for Data 1 and Data 2 are used as inputs to the model. As a fixed time step $t=1$ s is used in the model all the inputs between the measured data points are determined using a linear interpolation.

The stratification effects are negligible with a low SSC, and a roughness height of $2\times10^{-3}$ m and the erosion rate for mud $M=1.54\times10^{-8}$ m/s is selected following van der Ham and Winterwerp (2001). The settling velocity $w_0=1.54\times10^{-8}$ m/s that is adopted in the study is the same as suggested by van der Ham and Winterwerp (2001) and is in line with the range found by van Leussen (2011). The critical shear stress for erosion $\tau_{cr}$ is specified as 0.1 Pa, which is the average critical shear stress suggested by Kornman and De Deckere (1998) for sediment erosion studies in an adjacent tidal flat. Similarly, the critical shear stress for deposition is set as 0.1 Pa. The flocculation process is investigated only based on the relationship between sediment concentration and settling velocity given by Equation (4.19).

5.2.3 Model results and discussion

5.2.3.1 June data

The numerical simulation of the measurements from 27/Jun/1996 at 02:00 to 28/Jun/1996 at 02:00 with/without the effects of flocculation is addressed as Run
JWF/JNF. The Equations (4.14) and (4.19) are used in Run JWF, the new drag force closure is to take the flocculation effects into consideration, while in Run JNF Equations (4.14) and (4.18) are used in which the flocculation effects are ignored. van Leussen (1999) carried out in-situ measurements in Ems/Dollard and found a number of relationships exist between settling velocities and sediment concentration, even within a single estuary. As \( w_0 \) represents the averaged settling velocity of mud flocs and \( k_i C^m \) represents the settling velocities of mud flocs considering flocculation effects which relates to sediment concentration, here we follow van der Ham and Winterwerp (2001) and \( w_0, k_i \) and \( m \) are specified as \( 5 \times 10^{-4} \) m/s, \( 1.5 \times 10^{-3} \text{(m/s)} \cdot \text{(g/L)}^{-m} \) and 1.2 for Data 1 in which the sediment concentration is less than 1 g/L, while for Data 2 in which the sediment concentration is less than 0.5 g/L. \( w_0, k_i \) and \( m \) are specified as \( 5 \times 10^{-4} \) m/s, \( 2.5 \times 10^{-3} \text{(m/s)} \cdot \text{(g/L)}^{-m} \) and 1.2 respectively. More details about the parameters used in the model simulation can be seen in Table 5.2 for Data 1 and in Table 5.3 for Data 2.

Table 5.2 The fitting parameters used in the simulation of Data 1

<table>
<thead>
<tr>
<th>Run</th>
<th>( w_0 ) (m/s)</th>
<th>( k_i \text{(m/s)} \cdot \text{(g/L)}^{-m} )</th>
<th>( m )</th>
<th>( M ) (m/s)</th>
<th>Buoyancy effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>JWF</td>
<td>( 5 \times 10^{-4} )</td>
<td>–</td>
<td>–</td>
<td>( 1.54 \times 10^{-8} )</td>
<td>Included</td>
</tr>
<tr>
<td>JNF</td>
<td>–</td>
<td>( 1.5 \times 10^{-3} )</td>
<td>1.2</td>
<td>( 1.54 \times 10^{-8} )</td>
<td>Included</td>
</tr>
</tbody>
</table>

Figure 5.16 presents the measured and calculated shear stress at 0.4 m above the bed. Figure 5.16 shows that the calculated curves for both Run JWF (solid line) and JNF (dashed line) compare well with the measured data. This proves the effectiveness of the presented 1DV two-phase model. It is can be noticed that the shear stress calculated from Run JWF (solid line) is coincident with shear stress calculated from Run JNF (dashed line).
line), which indicates that under low sediment concentration the effects of flocculation process on shear stress is negligible. The flow structure is hardly affected when the SSC is less than 1 kg/m$^3$, which is consistent with the conclusion from the work of van der Ham and Winterwerp (2001). It should be mentioned that the shear stresses calculated near the bed for Run JWF and Run JNF are almost the same as well as the values of critical shear stress for erosion and deposition adopted in the model. As there is no sediment availability limitation, the difference of the mass of sediment suspended in the water column for both Runs should be determined using Equation (4.41). From the discussion above, it is concluded that the different distribution of SSC for both Runs is mainly due to the different settling velocity $w_s$ which will be illustrated in detail below.

Figure 5.16. The measured shear stress by Van Der Ham et al. (2001) at 0.4 m above the bed (cycles) in June measuring period and numerical prediction from Run JWF (solid curve with the effects of flocculation) and Run JNF (dashed curve without the effects of flocculation)

The measured and calculated variations of sediment concentration at 0.7 m above the bed are presented in Figure 5.17. The numerical results of variations of sediment concentration during the two tidal cycles for both Runs (with/without the effects of flocculation) seem to follow broadly the trend of measured data except for an abrupt increase of measured sediment concentration at the very start of the first tidal cycle, which is explained as a local increase of the rate of sediment erosion. The model results
with the effects of flocculation (solid line) match well with measured data while those ignoring the flocculation process (dashed line) show less favorable agreement. It can be easily noticed that a lower value of sediment concentration during the slack water time of tidal cycles is predicted by Run JNF, while during the acceleration time, a much higher sediment concentration is predicted compared with the measured data. During the acceleration time of the first tidal cycle, the calculated sediment concentration peaks can even be twice as the experiment data. The discrepancy does not appear between the numerical results from run JWF and field measurements. And it is more likely caused by different settling velocities calculated when flocculation process is incorporated. More details are illustrated below:

Figure 5.17. The measured variations of SSC by Van Der Ham et al. (2001) at 0.7m above the bed (diamonds) in June measuring period and numerical prediction from Run JWF (solid curve with the effects of flocculation) and Run JNF (dashed curve without the effects of flocculation)

In Equation (4.18), which is adopted for Run JNF, the first term on the right side is the settling velocity $w_0$, which is treated as a constant for mud flocs in dilute situation, while in Equation (4.19), adopted for Run JWF, the first term on the right side is $k_1C^n$, which describes the effect of flocculation on the settling velocity. By solving the momentum equation of the two-phase model, a positive correlation between the value of
and the settling velocity $w_s$ is found. As the term $k_t C^n$ increases with the sediment concentration, the finally calculated settling velocity $w_s$ will increase with sediment concentration (for $C \leq 3 \text{ kg/m}^3$ the hindered settling effects are unimportant). According to Equation (4.41), the sediment is eroded when the bed shear stress exceeds the critical shear stress for erosion, otherwise the sediment will settle onto the bed. The settling velocity is the key parameter in determining the sediment flux on the bed surface. During the slack time, the SSC is lower due to the weak flow. A lower SSC corresponds to a lower settling velocity and thus less sediment deposit on the bed for Run JWF, while for Run JNF a larger settling velocity is obtained due to the constant value $w_0$ in the drag force closure, which causes the amount of sediment deposited on the bed to be overestimated. Therefore the variations of sediment concentration calculated for Run JNF are lower than field measurements. In the acceleration time of tidal cycle, the SSC is high due to the strong flow dynamics. A higher sediment concentration (but less than 3 kg/m$^3$) results in large settling velocities for Run JWF which prevents the sediment being diffused up in the water column, while for Run JNF the settling velocities are underestimated and higher sediment concentration peaks are calculated than that of the measurements.

5.2.3.2 August data

The model simulation of the measurements from 08/Aug/1996 at 00:00 to 09/Aug/1996 at 02:00 with/ without the consideration of flocculation process is denoted as Run AWF/ANF. Equations (4.14) and (4.19), which incorporate the effects of flocculation on the transport of cohesive sediment, are adopted in Run AWF while in Run ANF, which is the control study, Equations (4.14) and (4.18) are used without
considering the effects of flocculation on the transport of cohesive sediment. It has been found by Kornman and De Deckere (1998) that an increased critical shear stress for erosion will affect the availability of sediment in the adjacent tidal flat. As it is beyond the scope of the current study, here we follow van der Ham and Winterwerp (2001) using a maximum depth-averaged sediment concentration $C_{\text{max}}$ to account for the mechanism in both Runs. All parameters that are used in the model simulation are listed in Table 5.3

Table 5.3 The fitting parameters used in the simulation of Data 2

<table>
<thead>
<tr>
<th>Run</th>
<th>$w_0$ (m/s)</th>
<th>$k_r$ (m/s)$\times$(g/L)$^{-m}$</th>
<th>$m$</th>
<th>$M$ (m/s)</th>
<th>$C_{\text{max}}$ (kg/m$^3$)</th>
<th>Buoyancy effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWF</td>
<td>$5\times10^{-4}$</td>
<td>–</td>
<td>–</td>
<td>$1.54\times10^{-8}$</td>
<td>0.25</td>
<td>Included</td>
</tr>
<tr>
<td>ANF</td>
<td>–</td>
<td>$2.5\times10^{-3}$</td>
<td>1.2</td>
<td>$1.54\times10^{-8}$</td>
<td>0.25</td>
<td>Included</td>
</tr>
</tbody>
</table>

The measured and calculated shear stresses from both Run AWF and Run ANF at 0.4m above the bed are presented in Figure 5.18. It can be seen that the shear stresses calculated in both Runs (solid curve for Run AWF and dashed curve for Run ANF) match the measurements well and there are almost no difference between the two numerical results. The shear stress seems to be hardly affected by the flocculation process for low sediment concentration which is consistent with the conclusion from the simulation of June measuring period.
Figure 5.18. The measured shear stress by Van Der Ham et al. (2001) at 0.4m above the bed (cycles) in August measuring period and numerical prediction from Run AWF (solid curve with the effects of flocculation) and Run ANF (dashed curve without the effects of flocculation).

The model results for both Runs and measured sediment concentration at 0.7 m and 1.4 m above the bed are shown in Figure 5.19 and Figure 5.20, respectively. As shown in Figure 5.19, the numerical results generally follow the trend of measured data. However, the calculated sediment concentration peaks of Run ANF are higher during ebbs. The results of Run AWF, which includes the effects of flocculation through Equations (4.14) and (4.19), fit well with field measurements during both floods and ebbs. Figure 5.20 shows that the model results of Run AWF (solid curve) compare well with experimental data while a lower sediment concentration is predicted by Run ANF (dashed curve). It can be concluded that for Run ANF, a higher value of sediment concentration peaks is predicted in the lower part of the water column (0.7m Figure 5.19. The measured variations of SSC by Van Der Ham et al. (2001) at 0.7m above the bed (diamonds) in August measuring period and numerical prediction from Run AWF (solid curve with the effects of flocculation) and Run ANF (dashed curve without the effects of flocculation). This can be easily explained for Run ANF, which is under low sediment concentration and the effects of hindrance can be neglected. Without considering flocculation effects,
the settling velocities calculated in the model are almost constant throughout the water column. Therefore, the settling velocities are relatively small in the lower part of the column (0.7m), which cannot prevent the sediment being diffused up from the lower layer. Whereas, the settling velocities are relatively large in the upper part of the water column. The downward sediment flux is overestimated, which leads to the lower calculated SSC. In the Run AWF with flocculation effects included, the settling velocities predicted by the model vary over a large range throughout the water column, which is closer to the real situation. With a more realistic settling velocity profile in Run AWF, the discrepancy between the measured SSC and calculated results from Run AWF does not appear.

Overall, it can be concluded that more accurate predictions are obtained when the flocculation effects are considered. As the sediment concentration is less than 1 g/L for both measuring periods and even less than 0.5 g/L for the August measuring period, the results indicate that the flocculation process plays an important role even in a low sediment concentration environment.

Figure 5.19 The measured variations of SSC by Van Der Ham et al. (2001) at 0.7m above the bed (diamonds) in August measuring period and numerical prediction from Run AWF (solid curve with the effects of flocculation) and Run ANF (dashed curve without the effects of flocculation)
Figure 5.20 The measured variations of SSC by Van Der Ham et al. (2001) at 1.4m above the bed (diamonds) in August measuring period and numerical prediction from Run AWF (solid curve with the effects of flocculation) and Run ANF (dashed curve without the effects of flocculation)

5.2.4 Summary

The two-phase model is applied to the simulation of sediment suspension of EMS/Dollard estuary. A new drag force closure which takes the flocculation process into consideration is incorporated with the two-phase model and the model is validated with field measurements in Ems/Dollard estuary, which demonstrates the efficiency of the model in simulating sediment suspension with tidal currents. The model results indicate that the dissipation of turbulence caused by the existence of suspended sediment is so weak because of low sediment concentration (less than 1 kg/m$^3$ for Data 1 and less than 0.5 kg/m$^3$ for Data 2) that the shear stress can be hardly affected. However, the flocculation process has been proved important even under low sediment concentration. The models results considering the flocculation effects show a better prediction than that without flocculation effects. With a new drag force closure, which considered the flocculation process, a more realistic settling velocity profile is calculated and so is a more accurate sediment concentration profile. Apart from confirming the efficiency of new drag force closure, the accurate prediction further reveals that the flocculation effects have to be considered in the simulation of sediment suspension in EMS/Dollard estuary.
5.3 Studying sedimentary processes on an erosional mudflat at Yangtze River Delta

5.3.1 Introduction

Tidal wetlands are among the most economically important as well as the most vulnerable ecosystems in the coastal zones. Rapid economic development in large part of the world has resulted in the loss of tidal wetlands at an alarming rate due to their direct conversion into land for industrial and aquaculture uses. Understanding sedimentary processes in tidal wetlands in general and estuarine mudflats in particular, such as how they may adapt to sea-level rise, and what the key links between ecology and geomorphology are, is important for better preservation and sustainable development of these valuable resources (Liu et al., 2015; Montserrat et al., 2011; Shi et al., 2012; Zhu et al., 2014).

Apart from some areas where the evolution of tidal wetland is due to peat accumulation, most progradational wetlands are due to deposition of sediments (Shi et al., 2012). Therefore, morphological evolution of these mudflats is significantly influenced by sedimentary processes including sediment settling, transport, deposition and re-suspension (Kirwan and Murray, 2007), driven usually by a combination of tides and waves (Shi et al., 2012). Numerous numerical studies, laboratory experiments and field observations have been carried out on the sedimentary processes under various flow conditions (Davies, 1993; Héquette et al., 2008; Liang et al., 2008; Wang et al., 2006). Most of the researches tend to focus on hydrodynamic forcing and their influence on sediment transport pathways, while some are directed especially on erosion/deposition
processes and studying morphological evolution. Based on the measurements taken in the mudflat and salt marsh transition on eastern Chongming Island, Shi et al. (2012) determined the combined current-wave shear stress and compared it with bed critical shear stress on the mudflats and saltmarsh respectively. They found that the sediment erosion was dominated on mudflats while sediment dynamics is mainly controlled by deposition on the salt marsh. Callaghan et al. (2010) investigated the development of salt marsh based on the hydrodynamic forcing and concluded that waves provided greater hydrodynamic force than currents and sediment dynamics were much active on shrinking marshes than expanding marshes, which is consistent with the conclusion of Shi et al. (2012).

In this chapter, the newly developed two-phase 1DV mud sedimentation model is applied to investigate sedimentary processes on an erosional intertidal mudflat based on two sets of intra-tide observations of currents, waves, suspended sediment concentration (SSC), sedimentary properties, and bed-level changes. It will focus on investigating the attenuation of turbulence, reduction of bed shear stresses due to the presence of fluid mud layer and the relative importance of waves in sediment dynamics on the mud flat under moderate sea conditions. This work is intended to improve our understanding of the processes of sediment dynamics on tidal flats as well as identify the uncertainties and improvements that are required to the model in order to predict more accurately the sedimentary processes under combined waves and tides action.

5.3.2 Results and discussion

5.3.2.1 Data description

A field measurement was recently carried out by Zhu et al. (2014) on the mudflat
within intertidal zones located in Nanhui foreland of which the coastal evolution is strongly influenced by Yangtze river. The measurement was conducted in two periods from 18/Dec/2009 at 9:00 h to 18/Dec/2009 at 16:00h and from 18/Dec/2009 at 21:00 to 19/Dec/2009 at 6:00h. The variations of water depths, current velocities, current directions, significant wave heights, wave periods and wave directions were all measured which allow the sediment settling processes under the combined wave and current actions to be studied. Like in many muddy tidal flats, estuaries and continental shelves where a layer of fluid mud can form just above the immobile sea bed (McAnally et al., 2007; Yang et al., 2003), a fluid mud layer was observed during the deceleration and slack time. Its influence on sedimentation process was found to be notable and has to be considered in modelling analysis. In terms of richness of the information provided, these data sets are uniquely suited to investigate how well the proposed model can simulate the effects of fluid mud on the flow structure and settling processes of the cohesive sediment.

As the measured net horizontal flux of sediments in the last part of acceleration time for both data periods is not zero, which implies the existence of a horizontal gradient in the sediment flux and is incompatible with the zero horizontal gradient assumption of the 1DV sediment transport model, only the measurements over two reduced time periods from 18/Dec/2009 at 9:00 h to 18/Dec/2009 at 14:00h and from 18/Dec/2009 at 21:00 to 19/Dec/2009 at 2:00 h are used as inputs to the model and denoted as Data D1 and Data D2, respectively. The model was run on a fixed time step and all the input values between the measured data points are determined using linear interpolation.

5.3.2.2 Model setup

The two-phase model adopted is the same as in section 5.2. As the study area is
under the action of combined waves and currents, the bed shear stress is calculated using Equation (4.37). Equation (4.14) and (4.18) are used for the drag force closures.

To study the effects of fluid mud on the cohesive sediment transport processes, two runs (with the effects of fluid mud run FM and without the effects of fluid mud run F) are carried out for comparison. For run F, an immobile fictive bed is assumed and the concentration gradient is small at the boundary. For run FM, the immobile bed is replaced as a layer of high concentrated fluid mud with constant concentration adopted in model calculation and a large concentration gradient exists at the surface of fluid mud. The concentration of fluid mud varies from several tens grams to several hundred grams per litre from the surface to the bottom layer of fluid mud (Winterwerp, 2006). In the current study, as only the concentration at the fluid mud surface are included in calculation, the constant concentration of fluid mud (surface) is specified as 32 kg/m$^3$ for both data cases. The sensitivity of the value adopted for the fluid mud (surface) is further discussed in section 5.3.3. From Equation (5.2)-(5.4) it can be seen that the friction velocity and thus the flow structure can be significantly influenced due to the large concentration gradient.

The main physical parameters required to run the model are the critical shear stress and settling velocity of mud flocs, in dilute flows none of which can be easily determined as they may vary significantly in time and location. For simplicity the critical shear stress is set as 0.1 Pa which is an average value calculated by Zhu et al. (2014) based on the method proposed by Taki (2000). The settling velocities of typical cohesive sediment flocs in the dilute situations are typically in the range of 0.04-4.5 mm/s (Hill et al., 2000; Thorn, 1981). As silty mud found at the study site has a relatively weak flocculation
property, 0.08 mm/s is selected as the settling velocity in the dilute situations \(w_0\) for run FM in both data sets. Without accounting for fluid mud effects, which is unrealistic, it proved impossible to match the predictions with both sets of measurements using a single settling velocity value. Therefore, it was decided to use different settling velocity values to match as closely as possible the predicted and measured peak values of sediment concentration during the acceleration time. The settling velocities \(w_0\) finally used were 0.28 mm/s (Data D1) and 0.16 mm/s (Data D2) for run F. Based on the dissipation function deduced by Kranenburg (1998) with equilibrium conditions, the coefficients \(A\) and \(B\) are set as 0.1 as the concentration near bed is between 1 g/L-10 g/L, which is in the region of transport model II of Cheng et al. (2015).

5.3.2.3 Results

**Tidal flow velocity**

As a common solution procedure (van der Ham and Winterwerp, 2001), the 1DV two phase model needs to be driven by the depth averaged flow velocity \(\bar{U}\). As the depth averaged velocity was not a quantity that was measured in the field observation, the measured velocity at the depth of 5 cm above the bed is converted to the depth averaged flow velocity by assuming a standard logarithmic velocity law as:

\[
\frac{u_c(z)}{\bar{U}} = \frac{1}{\kappa} \ln\left(\frac{z}{z_0}\right)
\]

(5.1)

where \(u_c(z)\) is the current velocity at \(z\), \(\kappa\) is the Von Karman constant and equals 0.4 and \(z_0\) is the roughness length. Theoretically, the calculated velocity at 5 cm above the bed should equal the velocity measured at the same level, while flow structure may be
modified due to the presence of high suspended sediment concentration, which means the
flow structure is no longer a standard logarithmic velocity profile. In that case the depth
averaged velocity $\overline{U}$ driving the model, will be changed to make the calculated velocity
at 5 cm above the bed approach the measured velocity at the same level until the
difference smaller than a crucial value. Figure 5.21 shows the measured and calculated
velocity variations at 5 cm above the bed.

Figure 5.21 Measured and calculated velocity at 5cm above the bed for both data sets (a-
Data D1, b-Data D2)

As the measurements are taken on an exposed mudflat and the current velocities
measured are not complete within one tidal cycle the flow peak is difficult to be
The eddy diffusivity, flow velocity and suspended sediment concentration profiles shown in Figure 5.22 are during the time when the sediment concentration is well mixed throughout the water column rather than right at the flow peak, while in Figure 5.23 they are during the slack water.

Figure 5.22a and Figure 5.23a show the calculated flow profiles with more details about parameters listed in Table 5.4. It can be noticed from Figure 5.22a that the thickness of boundary layer in run FM is smaller than that in run F, which means the dissipation of turbulence and mixing is due to the presence of fluid mud on the bottom. It can also be seen that the sediment concentration profile showed in Figure 5.22c for run F (dashed curve) is well mixed while a larger sediment concentration gradient is presented in run FM (solid curve). The calculated distribution of sediment concentration is consistent with the distribution of eddy diffusivity (Figure 5.22b). The curve of eddy diffusivity calculated in run F (dashed curve) is close to the clear fluid condition. The curve for run FM (solid curve) is weak and keeps almost constant in the middle part due to the large sediment concentration gradient. As the data point selected in Figure 5.23 is during the slack water, the flow velocities and eddy diffusivities throughout the profile approach zero. During the slack water for both cases the sediment concentration is large on the bottom, a sharp sediment concentration gradient appears near the bed and the concentration decays rapidly away from the bed.

<table>
<thead>
<tr>
<th>Run</th>
<th>$w_0$ (m/s)</th>
<th>$M$ (s$^{-1}$)</th>
<th>Fluid mud layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>FM</td>
<td>$0.8\times10^{-4}$</td>
<td>$4.67\times10^{-8}$</td>
<td>Included</td>
</tr>
<tr>
<td>F</td>
<td>$0.28\times10^{-3}$</td>
<td>$4.67\times10^{-8}$</td>
<td>Not included</td>
</tr>
</tbody>
</table>
Figure 5.22 Velocity profile (a), distribution of eddy diffusivity (b) and sediment concentration (c) for run FM (solid curve) and run F (dashed curve) during the acceleration time of Data D1
Figure 5.23 Velocity profile (a), distribution of eddy diffusivity (b) and sediment concentration (c) for run FM (solid curve) and run F (dashed curve) during the slack water time of Data D1

**Bed shear stress under combined current and wave action**

The bed shear stress induced by current, waves and combined currents and waves with/without the effects of presence of fluid mud are presented in Figure 5.24 (run FM)/Figure 5.25 (run F) respectively. As the interaction between waves and suspended sediment or fluid mud is beyond the scope of this study, the shear stress calculated due to
waves is assumed not to be influenced by the sediment. The shear stress due to waves ($\tau_w$) is around 0.1pa-0.2pa. The variations of bed shear stress calculated due to currents ($\tau_c$) presented in Figure 5.25 (run F), in which the effects of fluid mud is not introduced, are in line with the variations of velocities at 5cm above the bed. The U-shaped time series shear stress is consistent with the results presented by Zhu et al. (2014). When the effects of fluid mud are considered (Figure 5.24), the value is much lower as expected, because the shear stress is fully dissipated due to the presence of fluid mud. The shear stress is overestimated as the effects of turbulence damping is not introduced (Toorman et al., 2002).

In most previous sediment dynamic models a solid boundary condition can be safely applied on the seabed. The situation here is more complicated due to the existence of the fluid mud layer within the lowest level (Zhu et al., 2014). As a sharp concentration gradient is introduced into calculating gradient Richardson number which makes the stratification effects remarkable. The combined shear stress ($\tau_{cw}$) for run F is dominated by current shear stress while waves are also important to the erosion especially during the slack water. Due to the turbulence dissipation, current shear stress is nearly annihilated and the combined shear stress is dominated by wave shear stress for run FM. The combined shear stress is almost equal to wave shear stress except for during the initial time and near the end of the simulation, which means that the wave shear stress make the most contribution to the erosion of sediment during the whole tidal cycle.
Sediment concentration (Data D1)

The variations of model results (run FM and run F) and measured data of sediment concentration at 6 cm and 75 cm above the bed are presented in Figure 5.26 and Figure 5.27 respectively. To achieve a better result of sediment concentration that can fit the measured data well, two sets of parameters are used as inputs (see more details in Table 5.4).
It can be seen that the sediment concentration measured at 6 cm above the bed is increasing until 13:14 which is 1 hour after the slack water and then decreases very sharply. It is noticed that the results for run F do not compare well with the measured data as the values of calculated sediment concentration for run F are lower than measured data. The peak value of calculated sediment concentration is equal to the measured data but appears some time earlier. The result of run F shows that sediment concentration increases sharply sometime after the slack water and then decreases rapidly. The concentration curve forms a narrow peak which is not consistent with the measured data. The difference between measured concentration and result of run F is partly because the effects of fluid mud are ignored. Without the consideration of the dissipation due to the presence of fluid mud, the stratification effects may be underestimated and the sedimentation concentration increases rapidly until the peak value is reached. Then most of the deposited sediments during the slack water are re-suspended and the sediment concentration gradient becomes smaller which increases the rate of the sediment mixed up in the water column. The sediment concentration near bed (6 cm above the bed) decreases as the sediments are suspended in the upper part of the water column and sediment concentration distribution becomes more uniform.

The variations of sediment concentration calculated in run FM compare well with the measured data. Model results follow the trend of measurements at initial time and after that go through the central of measured data points. With the effects of fluid mud, the calculated sediment concentration starts to increase gradually sometime after the slack water and the slope of the curve is consistent with field measurements. From the results of run FM and F, it can be concluded that the concentration curve can be
significantly influenced by fluid mud on the bottom boundary and this effect needs to be introduced in two-phase flow models.

In the upper part of the water column the measured sediment concentration (at 75 cm above the bed) and model results are presented in Figure 5.27. The measured sediment concentration falls within a narrow interval compared to the variation of sedimentation concentration near bed. Both model results compare well and follow the trend of field data, though the model results almost keep constant.

Figure 5.26 Measured and calculated sediment concentration at 6 cm above the bed of Data D1

Figure 5.27 Measured and calculated sediment concentration at 75 cm above the bed of Data D1
**Sediment concentration (Data D2)**

The model parameters selected in run FM for Data D2 are the same as that adopted in run FM for Data D1 and the settling velocity for dilute situation is changed in run F (see Table 5.5) to achieve a reasonable result comparing to measured variations of sediment concentration.

<table>
<thead>
<tr>
<th>Table 5.5 Fitting parameters used in simulation of Data D2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>FM</td>
</tr>
<tr>
<td>F</td>
</tr>
</tbody>
</table>

The velocity profile, eddy diffusivity and sediment concentration are presented in Figure 5.28 and Figure 5.29 for run FM and Run F, respectively. There are some resemblance between the model results for Data D2 and the simulation results showed in Data D1. The flow velocity and eddy diffusivity approach zero during the slack water and the sediment concentration near the bed is large (Figure 5.29). As most of the sediment deposited, a sharp sediment concentration gradient appears near the bed and the sedimentation concentration above the region is relatively small. The results during acceleration time are presented in Figure 5.28. The eddy diffusivity calculated in run FM (solid curve Figure 5.28b) is much smaller than that calculated in run F (dashed curve Figure 5.28b). The peak value of eddy diffusivity in FM is only half of the peak value showed in F in the middle part of the water column. The distributions of eddy diffusivity are consistent with the distributions of sediment concentration which are presented in Figure 5.28c. Due to the large eddy diffusivity of run F (Figure 5.28b dashed line) the
sediment concentration is well mixed throughout the water column. Contrary to the results of run F, which is uniform, the sediment concentration of run FM (solid curve Figure 5.28c) decreases gradually upward from the bed.

Figure 5.28 Velocity profile (a), distribution of eddy diffusivity (b) and sediment concentration (c) for run FM (solid curve) and run F (dashed curve) during the acceleration time of Data D2
Shear stresses due to waves, currents and combined waves and currents are calculated in run FM/run F and presented in Figure 5.30/Figure 5.31. The wave shear stress ($\tau_w$) is the same for reasons stated in the analysis of the Data D1. Both current shear stress and wave shear stress are significant in calculating the combined shear stress in run F. Compared to current shear stress calculated by Zhu et al. (2014) the present
results are smaller and this may be due to the traditional wall functions they had adopted, in which the interactions between suspended sediment concentration and flow structure are not considered. In fact the modification of flow structure due to the presence of suspended sediment can be significant (Villaret and Davies, 1995) and thus the bed shear stress. From Figure 5.30 and Figure 5.31 it can be noticed that the current shear stress calculated by run FM is much smaller than that in run F because the effects of fluid mud layer are considered.

Figure 5.30 Calculated wave shear stress (long dashed curve), current shear stress (short dashed curve) and combined shear stress (solid curve) for run FM (fluid mud layer introduced) of Data D2
To present a fuller picture of the predicted and measured flow and sediment structures through the water column, the model results for run FM and F and the measured sediment concentration at 6 cm and 75 cm above the bed are presented in Figure 5.32 and Figure 5.33 respectively. The sediment concentration at 75 cm varies very small. Model results of run FM compare well with measured data while the results of run F deviate from the measured data points except at the initial time. As to the variations of sediment concentration at 6 cm above the bed, the behavior of predictions from run F is quite similar to that of run F in the simulation of Data D1. The simulation results form a narrow peak sometime after slack water which suggests the concentration increases sharply and then a rapid decrease. The sediment concentration starts to increase again when it reaches a low value which is not consistent with measured data. This phenomenon is believed to be due to that the deposited sediment are all re-suspended when the low value is reached and more sediments are eroded from the bed.
Figure 5.32 Measured and calculated sediment concentration at 6 cm above the bed for Data D2

Figure 5.33 Measured and calculated sediment concentration at 75 cm above the bed for Data D2
Figure 5.34 Measured and calculated sediment concentration peak at 6 cm above the bed during the acceleration time of Data D1. The inputs of concentration of surface of fluid mud are 25 kg/m$^3$ (solid curve), 45 kg/m$^3$ (short dashed curve) and 60 kg/m$^3$ (long dashed curve).

Figure 5.35 Measured and calculated sediment concentration peak at 6 cm above the bed during the acceleration time of Data D2. The inputs of concentration of surface of fluid mud are 25 kg/m$^3$ (solid curve), 45 kg/m$^3$ (short dashed curve) and 60 kg/m$^3$ (long dashed curve).
The model results by run FM about the sediment concentration at 6 cm above the bed show good agreement with field measurements. The predicted curve goes through most of the measured data points and especially during the accelerating time when the concentration peaks appear the model results perform well. It can be noticed that during the slack time (around 0:45), the model results compare less favorably with measured data. In the field measurements the sediment concentration keeps increasing during deceleration and slack water time. The concentration starts to drop at the measured height (6 cm above the bed) during the slack time as most of the suspended sediment deposited on the bed. This is may be due to the assumption of constant fractal dimension of mud flocs or because the formula for hindered settling velocity used in the model is incapable of describing accurately the settling characteristics of the mud flocs in the study area.

5.3.3 Further discussions on the mud layer effects

As discussed above the flow dynamics and settling processes are significantly influenced by fluid mud the concentration of which is an important parameter and should be specified. In terms of modelling, relationship between damping functions in the Prandtl mixing length model (PML) and Taylor Kolmogorov (TK) model can be expressed as below according to Kranenburg (1998):

\[ F_v = F_{vis}^2 \] (5.2)

\[ F_d = F_{vis} F_{diff} \] (5.3)

The friction velocity is calculated using Equation (5.4):
\[
\frac{u(z_h)}{u^*} = \frac{\ln\left(\frac{z_h}{\kappa}ight)}{\kappa \sqrt{F_v}}
\]  

(5.4)

As a layer of fluid mud is introduced into the model, a large value will be obtained for the term \(-\partial \rho_m / \partial z\) in Equation (4.29). From Equation (4.29), (4.30) and (5.4) it can be seen that the friction velocity is reduced as the value of \(F_v\) is less than 1. It also can be concluded that the shear stress is reduced which is consistent with the simulation results. The differences of current shear stress in Figure 5.24 and Figure 5.25 for Data D1 (also see Figure 5.30 and Figure 5.31 for Data D2) indicates that the shear stress is significantly damped due to the presence of the fluid mud. Since sediment erosion is a key process in the sediment transport model (Cheng et al., 2015), it is crucial to further understand the interaction between bed shear stress and fluid mud. The reduced eddy viscosity (see Figure 5.22b and Figure 5.28b solid curves) proves that turbulence attenuation is due to fluid mud layer. The calculated suspended sediment concentration profile is dependent on the distribution of eddy viscosity/eddy diffusivity and bed shear stress. Because eddy diffusivity corresponds to the mixing up of sediment and the bed shear stress corresponds to the availability of sediment. The good agreement of simulated sediment concentration profile with measured data (see solid curves in Figure 5.26, Figure 5.27, Figure 5.32 and Figure 5.33) confirms that fluid mud layer controls the suspended sediment concentration indirectly through modification of flow dynamics.

As in the current study the fluid mud is formed during the tide cycle which can be treated as fresh soft mud and the concentration introduced into the model is on the surface of the bed (fluid mud), the input value of sediment concentration should around several tens grams per liter. It proves that 32 kg/m³ is the best option for the model.
results. To analyze the sensitivity of sediment concentration of bed surface, Figure 5.34 (Data D1) and Figure 5.35 (Data D2) show the model results with different concentration inputs (25, 45 and 60 kg/m$^3$). As the model results are almost the same during the deceleration and slack water time, only variations of sediment concentration with peak value during the acceleration time are presented. As shown in both Figure 5.34 and Figure 5.35, the model results have agreement with the trend of the measured data, among which the simulation result with input of 25 kg/m$^3$ performs better than other two. When the concentration of fluid mud increases, the concentration increase point appears later. Also the peak value appears later but with a higher magnitude. It should be noticed that the predicted variations of sediment concentration change slightly when the inputs of fluid mud concentration increased from 45 kg/m$^3$ to 60 kg/m$^3$.

5.4 Summary

We have presented a model study of the sedimentation processes at mudflat near the estuary of Yangtze River. The model assumed an idealized 1DV flow driven by an oscillatory horizontal pressure gradient and is based on the two-phase continuity and momentum equations. The key features of the flow are the simultaneous interactions between the turbulent flow, suspended sediments, sediment entrainment and settling under combined waves and currents actions. The computational results and comparison with the measurements showed that the wave effects are significant at the study site and the sediment erosion has to be determined using the combined waves and currents shear stress. Apart from confirming the importance of buoyancy effects on the vertical distribution of mud floc concentration, the model results further demonstrated that the presence of fluid mud layer can significantly alter the flow structure and near bed
sediment settling processes mainly through dissipating the wave and current shear stress. When the fluid mud layer is introduced into the model the eddy diffusivity is more realistically redistributed and resulted in better prediction of near bed suspended sediment concentration. Interestingly, the measured concentration peak appears during the acceleration time instead of the slack time. This has been shown to be due to the fact that most of the sediment deposited below the observed height (6 cm above the bed) during the slack time. The average sediment concentrations from the bed to the height measured are 13.9 kg/m$^3$ (Data D1) and 17.3 kg/m$^3$ (Data D2), respectively. While the corresponding sediment concentrations at the level of 2 cm above the bed are 30 kg/m$^3$ (Data D1) and 32.3 kg/m$^3$ (Data D2). On the other hand, strong sediment re-suspension occurs during the acceleration time. The distribution of sediment concentration within the observed height is fairly uniform and the average sediment concentrations are 8.6 kg/m$^3$ (Data D1) and 11.4 kg/m$^3$ (Data D2), respectively.
Chapter 6 Conclusions and recommendations

This thesis investigated the sedimentation processes of cohesive sediment in coastal waters using a two-phase model. Despite its limitations, it helped to understand the mechanisms (floculation and fluid-mud interaction) controlling cohesive sediment transport processes. In this chapter, conclusions will be made and recommendations for the future work will also be given.

6.1 Conclusions

A two-phase model was developed to study the cohesive sediment transport processes, especially for the floculation and interaction between fluid and high concentrated sediment, to be specific, the interaction between fluid and fluid mud.

Based on a normal distribution of fractal dimension of mud flocs and yield stress, a floculation model is developed to predict the evolution of mud floc size in Chapter 3. In the break-up process of mud flocs, the distribution of fractal dimensions are implemented into the model to account for the large variation of settling velocities for floc class with a size of $D$. Within the flocs group with size of $D$, only flocs with yield stress less than the turbulent shear stress are allowed to break up. The new floculation model is established by linearly combing the aggregation process and break-up process. Also, the floculation model is applied to predict the time-growing floc size and is compared with four set of experimental data collected from the published literature. The following findings were confirmed:

- The proposed model is found to perform better in predicting the temporal evolution of floc size than that based on a single fixed floc-size dependent fractal dimension, especially under high shear conditions and with large
equilibrium floc size.

- The normal distribution of fractal dimension has a significant effect on the breakup process of mud flocculation process. With the consideration of multi fractal dimensions for floc class with size $D$, at the very start the floc size increases quicker compared to flocculation models with single fractal dimension for a fixed floc size. Also the floc size grows gently near the end of curves where mud flocs reach the equilibrium size.

- Flocculation model with single fractal dimension and yield stress may overestimate the breakup process at the beginning of flocculation.

In Chapter 4-5, the two-phase model was developed and validated using experiments data of vertical settling tanks. The model is based on solving the one-dimensional continuity and momentum equations for both fluid and solid phases through water depth (1DV). For the purpose of simulation sedimentation processes in which the consolidation process is included, the closure of effective stress is incorporated for both non-cohesive and cohesive sediment cases. As in the study, the simulation is only used to illustrate the validity of the presented two-phase model, only comparisons are briefly discussed and the results indicate that:

- The model predictions match well with the experiments data, which indicates a clear capability of the presented two-phase model in simulating sedimentation processes of cohesive sediment.

- The model results capture most of the main features of the sedimentation process of both non-cohesive and cohesive sediment.

- In the case of sedimentation simulation with initial cohesive sediment
concentration 5.2%, the predicted results compare less favorably with experiment data which may be due to the improper calibration of hindered settling regime.

The two-phase model developed in Chapter 5 was further extended to account for the horizontal tidal currents. The two-phase model was applied to simulate the sediment suspension of Ems/Dollard estuary using two series field measured data in June and August 1996. A new drag force closure was presented to consider the effects of flocculation. The flocculation effect was related to suspended sediment concentration. According to the model results, the main findings are listed below:

- The model results captured most of features of cohesive sediment transport processes and the data set. The time-lag between current velocity and suspended sediment concentration were well modelled.

- The ‘rapid settling’ which was explained by van der Ham and Winterwerp (2001) as the buoyancy effects, while in the current study it may be explained due to the flocculation process which is consistent with most of the field observations.

- As the sediment concentration is less than 1 g/L, the buoyancy effects is weak and the shear stress can be hardly affected.

- The model with the consideration of flocculation process predicted a better result compared with model results from run without consideration of flocculation process.

- Though the concentration is less than 1 g/L, the flocculation effects are significant in influencing the settling velocity directly and the cohesive
sediment suspension indirectly.

The two-phase model is also applied to cohesive sediment transport under the action of combined waves and currents at the mudflat near Yangtze River estuary. The key features of the flow are the interaction between high suspended sediment concentration and fluid. At the bottom of the water column, the shear stress was calculated by combing both the current and wave effects and implemented into the boundary condition of horizontal momentum equation. Model results indicated that:

- The effects of waves are important and the combined shear stresses of waves and currents have to be considered when calculation the erosion process at the mud flat.
- Due to the existence of a fluid mud layer, the flow structure is significantly altered and also the sediment settling process is indirectly influenced by the fluid mud layer.
- When the fluid mud layer was introduced to the model, the re-distributed eddy viscosity and eddy diffusivity were more realistic and a better prediction of sediment concentration was obtained.

6.2 Recommendations

The thesis developed a two-phase model and applied it to simulate sedimentation processes in coastal waters. The recommendations will be given about the structure of the two-phase model, the closure terms that are required to be further investigated and the problems that are still poorly understood in sediment transport.

- In the current study, the momentum equations for both fluid and solid phase in the horizontal direction were combined together as one equation as we assume
the velocities of fluid and mud are the same, however, a difference exists in reality. A more complete two-phase model can be developed in the future work to study the behavior of cohesive sediment transport when the horizontal velocities for both phases are calculated separately.

- For simplicity, the effective viscosity for both phases are assumed as the same, a more realistic expression need to be investigated and the effective viscosity incorporated into the momentum equations should be calculated separately.

- Cohesive sediment transport behavior near the bed, especially the erosion process is not fully understood. As the mud is in the intermediate state of fluid and solid, the non-Newtonian properties should be considered.

- Due to complexity of mud and sand behavior, the settling processes of mud and sand are usually studied separately. In natural environment, it appears as a mixture. Recently a few researches, most of which are experiments, were focused on the sedimentation processes of mixed sediment, which made it possible to study the behavior of sand-mud mixture.
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